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This thesis covers three topics involving Meissner effects and the resulting defect structures. The first is a study of Meissner effects in superconductivity and in systems with broken translational symmetry. The Meissner effect in superconductors is a rigidity against external magnetic field caused by the breaking of the gauge symmetry. Other condensed matter systems also exhibit rigidities like this: The breaking of the translational symmetry in a cubic-liquid-crystal causes the system to expel twist deformations and the breaking of the translational symmetry in a nematic liquid crystal gives it a tendency to expel twist and bend deformations. In this thesis, we study these generalized Meissner effects in detail.

The second is a study of the quasiparticle states bound to the vortex defect in superconductors. Scanning-tunneling-microscope measurements by Harald Hess et al. of the local density of states in a vortex core show a pronounced peak at small bias. These measurements contradict with previous theoretical calculations. Here, we solve the Bogoliubov equations to obtain the local density of states in the core and satisfactorily explain the experimental observations. We also predicted additional structure in the local density of states which were later observed in experiments.

The third is a study of vortex dynamics in the presence of disorder. A mean field theory is developed for the recently proposed normal to superconducting vortex glass transition. Using techniques developed to study the critical dynamics of spin glasses, we calculate the mean field vortex glass phase boundary and the critical exponents. We also explain the experimentally observed magnetic field induced transition broadening.
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Chapter 1
Introduction

This thesis covers three of the topics I worked on in collaboration with various people during my graduate study at Cornell. It involves Meissner effects and the resulting defect structures. We first study the Meissner effect in superconductivity and similar rigidities in other systems in condensed matter physics. We next study the quasiparticle states bound to the vortex defect in superconductors. We will calculate the local density of states in a vortex core in an effort to explain a recent scanning-tunneling-microscope measurement. Lastly, we use the vortex glass model to describe the mixed state properties of the high temperature superconductors and study the mean field critical properties of the normal to vortex glass phase transition.

1.1 Meissner Effects

The Meissner effect is perfect diamagnetism: A weak magnetic field cannot penetrate into the interior of a superconductor. This expulsion of magnetic field can also be seen as a rigidity caused by a broken gauge symmetry. Effects like this occur in other areas of condensed matter physics too. A cubic-liquid-crystal phase with a nearest neighbor bond orientational order but no translational order will develop a rigidity against rotational twist deformations as the translational symmetry is broken. The resulting crystal expels twist deformations from its interior. Similarly, a nematic liquid crystal with a molecular rotational orientational order will also tend to expel molecular rotational deformations (although not perfectly,
as we shall see) when the liquid crystal further breaks the translational symmetry and becomes a smectic liquid crystal.

The mathematical formulations of these rigidities are analogous: A system with a certain order has an elasticity like free energy representing the cost of energy due to deformations of the order: $\langle \nabla \times \vec{A} \rangle^2$ represents the magnetic energy in a normal metal, $\langle \nabla \times \vec{\theta} \rangle^2$ and $\langle \nabla \cdot \vec{\theta} \rangle^2$ represent the energy costs of rotational deformations of the orientational order of the nearest neighbor bonds in a cubic-liquid-crystal phase with bond orientation represented by a rotation angle $\vec{\theta}$, and $\langle \nabla \times \vec{n} \rangle^2$ and $\langle \nabla \cdot \vec{n} \rangle^2$ represent the energy costs of the molecular rotational deformations of the molecular orientational order, where $\vec{n}$ represents the molecular orientation. As the system breaks a symmetry (gauge symmetry for superconductors and translational symmetry for crystals and smectic liquid crystals), it develops a new free energy term describing the energy cost of deformations of the new order. This new term couples the new order parameter to the old order parameter in order to satisfy a general invariance principle (gauge invariance for superconductors and space rotational invariance for crystals and smectic liquid crystals). This coupling causes the system to be rigid with respect to deformations of the old order. Therefore, superconductors expel magnetic field, crystals expel twist deformations, and smectic liquid crystals have (as we shall see) an imperfect expulsion of twist and bend deformations. We generally refer to these effects as Meissner effects.

In chapter 2, we will study the Meissner effect in superconductors by comparing it to the analogous Higgs mechanism in particle physics. In chapter 3, we will study how the breaking of the translational symmetry in a cubic-liquid-crystal can cause the system to expel twist deformations. In chapter 4, we will study the rigidity of a smectic liquid crystal with respect to twist and bend deformations as a result of
the broken translational symmetry and discuss some special properties of smectic liquid crystals that lead to the failure of complete expulsion of twist and bend.

1.2 Vortex Core States

According to the BCS theory of superconductivity, a homogeneous superconductor has an energy gap for excitations, and expels small external magnetic fields. If the superconductor is type II, a larger field will penetrate into the bulk of the superconductor as a series of vortex lines. This also affects the superconducting gap: a vortex is like a small normal region, and there are local excitations bound to it with small energies. Recently, Harald Hess et al. performed a scanning-tunneling-microscope measurement on a NbSe₂ superconductor and measured the local density of states of an isolated vortex. The measurement showed a large peak in the local density of states at zero bias at the center of the vortex — a larger density of states than one would find in a normal region. This result is different from a previous theoretical calculation, which gave local states but no peak.

In chapter 5, we will study this problem in detail and show that a careful calculation within BCS theory can explain the experimental measurement. We also predicted double peak structures in the local density of states away from the center of the vortex. This prediction was later observed in experiments.
1.3 Vortex Glass Phase Transition

Recently discovered high temperature superconductors have several unusual mixed state properties that include an "irreversibility" line in the $H - T$ phase diagram and a magnetic field induced broadening of the resistive transition. To explain these observations, Matthew P. A. Fisher proposed a vortex glass model to describe the mixed state properties of the high temperature superconductors. In the vortex glass phase, the vortices are frozen by impurities into a "spin glass" like order, and the linear resistivity is zero. In chapter 6, we study the normal to vortex glass phase transition. Within a mean field theory, we calculate the vortex glass phase boundary, the mean field critical exponents, and the vortex glass order parameter susceptibility. We will also explain the magnetic field induced transition broadening within this model.
Chapter 2

The Higgs Mechanism and Superconductivity

2.1 Introduction

The phenomenon of symmetry breaking occurs when the ground state of a system does not possess the full symmetry of the Hamiltonian. It is very frequently encountered in condensed matter physics: the crystalline lattice breaks translational symmetry; the Heisenberg ferromagnetic ground state breaks rotational symmetry; superfluidity (including superconductivity as superfluidity with charged fluids) breaks gauge symmetry, and so on. In quantum field theories, however, since one does not know beforehand what the full symmetry of the laws of nature is, it is not clear whether there exists any broken symmetry. On the other hand, we are curious to know if all the symmetries of the laws of nature have been revealed to us through vacuum states (and their excitations – particles) that do not break any symmetry of the laws of nature, or if there exists some hidden symmetries that we do not know of since the vacuum states have broken them.

In quantum field theory, Goldstone et al.\(^1,2\) have shown, at first through a model Lagrangian of a complex boson field with U(1) symmetry and then through a general theorem, that an ordinary* field theory with a vacuum state breaking a continuous internal symmetry necessarily implies the existence of a massless spinless boson (the Goldstone boson). One might simply conclude that no symmetry is broken from the fact that no massless spinless boson has been observed. That

* Meaning a field theory obeying the usual axioms (Lorentz invariance, locality, Hilbert space with positive-definite inner product, etc.)
this simple conclusion is wrong was pointed out by Higgs\textsuperscript{3} who, as shown later, extended the $U(1)$ symmetry group of the Lagrangian of two scalar fields studied by Goldstone to a local $U(1)$ symmetry group (local gauge invariance) by coupling a vector gauge field of photons to the scalar fields. By doing this, he was able to show that the Goldstone boson and the photon field degrees of freedom combined to give a massive vector meson—the photon acquires a mass. No Goldstone boson is implied by a broken continuous symmetry in this theory. This process of gauging away the Goldstone boson and of the photon becoming heavy is called the Higgs mechanism. The Higgs mechanism is important in quantum field theory because it can be used to construct theories that have broken symmetries but do not have Goldstone bosons (which are not observed in the real world of high energy physics).

In condensed matter physics, as we will show later, the Higgs mechanism can be used to explain how a superconductivity theory with a broken gauge symmetry does not have the usual Goldstone mode (gapless excitations associated with the broken continuous symmetry in the ground state). Instead, it has a longitudinal plasma mode with a finite energy excitation gap analogous to the finite mass of the vector meson. This effect is due to coupling of the order parameter of the broken symmetry to the electromagnetic field. This coupling of the electromagnetic field to the order parameter is an effective way of describing the long range electromagnetic interactions between electrons. In this way, the photon in superconductivity acquires a mass. The Meissner effect follows naturally: the electromagnetic fields from sources outside a bulk superconductor cannot propagate far into the bulk since the propagation of the electromagnetic fields in the superconductor is carried out by massive photons and is thus short-ranged, just as the propagation of nuclear force fields by massive pions (in Yukawa's model) is short-ranged. Therefore, the
Higgs mechanism can provide a very simple understanding of the electromagnetic properties of superconductivity.

2.2 The Higgs mechanism in field theory

In this section, we will briefly review the Higgs mechanism in quantum field theory. Following Coleman\(^4\), we will discuss the Higgs phenomenon in classical field theory (while using quantum field theory terms) since the basic features of the phenomenon are still the same when the field is quantized.

We start out with a model Lagrangian density for a complex scalar field with U(1) symmetry\(^*\),

\[ \mathcal{L} = \frac{1}{2}(\partial_{\mu}\psi^*)(\partial^{\mu}\psi) - U(|\psi|). \]  

(2.1)

If one writes \( \psi = |\psi|e^{i\phi} \), then the fact that Lagrangian is independent of \( \phi \) indicates the U(1) symmetry, i.e., the Lagrangian is invariant under the transformation \( \psi \to \psi e^{i\theta} \). The corresponding energy density is,

\[ \mathcal{H} = \frac{1}{2}|\partial_0 \psi|^2 + \frac{1}{2} |\nabla \psi|^2 + U(|\psi|). \]  

(2.2)

From equation (2.2), it is easily seen that the vacuum is a state with \( \psi = \psi_0 = \text{constant} \), and \( U(|\psi|)_{\text{min.}} = U(|\psi_0|) \). If \( \psi_0 = |\psi_0|e^{i\phi_0} \neq 0 \), then the vacuum state has broken the U(1) symmetry by choosing a fixed value of \( \phi_0 \).

If one writes the Lagrangian density in terms of \( |\psi| \) and \( \phi \),

\[ \mathcal{L} = \frac{1}{2} \left[ \partial_{\mu}|\psi|\partial^{\mu}|\psi| + |\psi|^2\partial_\mu\phi\partial^{\mu}\phi \right] - U(|\psi|), \]  

(2.3)

* Notation: the signature of the metric tensor is \((+ - - -)\); \( \partial_\mu = \partial/\partial x^\mu = (1/c \partial_t, \nabla) \); summation over repeated indices is always implied.
one immediately recognizes that the particle represented by \( \phi \) is massless (the Goldstone boson) since there is no mass term like \( m^2 \phi^2 \) in the Lagrangian density. On the other hand, the mass for the particle represented by \( |\psi| \) (or \( \psi' \equiv |\psi| - |\psi_0| \)) is proportional to \( U''(|\psi_0|) \) and can be taken to be finite in our model.

To eliminate the Goldstone boson, one can enlarge the U(1) symmetry to a local U(1) symmetry. The new Lagrangian should be invariant under the transformation \( \psi \rightarrow \psi e^{i\theta(x^\mu)} \). For an infinitesimal transformation, \( \delta \partial_\mu \psi = i \partial_\mu \psi \delta \theta + i \psi \delta \partial_\mu \theta \), the second term indicates that the original Lagrangian (2.1) is not invariant under a local gauge transformation. But if one couples to \( \psi \) a gauge field \( A_\mu \) that transforms according to

\[
\delta A_\mu = -\frac{1}{e} \partial_\mu (\delta \theta)
\]  

(2.4)

in the form

\[
\mathcal{L} = \frac{1}{2} (\partial_\mu \psi^* + ieA_\mu \psi^*) (\partial^\mu \psi + ieA^\mu \psi) - U(|\psi|),
\]  

(2.5)

one obtains a Lagrangian that is gauge invariant. The constant \( e \) is defined as the strength of the coupling. Furthermore, to make the gauge field a true dynamical variable, one can add the simplest gauge-invariant dynamical term \( F^2_{\mu\nu} \) to the Lagrangian density,

\[
\mathcal{L} = -\frac{1}{4} F^2_{\mu\nu} + \frac{1}{2} (\partial_\mu \psi^* + ieA_\mu \psi^*) (\partial^\mu \psi + ieA^\mu \psi) - U(|\psi|),
\]  

(2.6)

where \( F_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu \). This is just the usual Lagrangian density of minimally-coupled electromagnetism with the usual physical interpretations of charged bosons (\( \psi \) field) and massless photons (\( A_\mu \) field).

We can again write the Lagrangian in terms of \( \psi' \) and \( \phi \),

\[
\mathcal{L} = -\frac{1}{4} F^2_{\mu\nu} + \frac{1}{2} [ (\partial_\mu \psi')^2 + (\psi' + |\psi_0|)^2 (\partial_\mu \phi + eA_\mu)^2 ] - U(\psi' + |\psi_0|).
\]  

(2.7)
Since $\partial_\mu \phi$ appears only in the form $\partial_\mu \phi + eA_\mu$, one can change variables,

$$a_\mu = A_\mu + e^{-1} \partial_\mu \phi,$$  \hspace{1cm} (2.8)

then we have,

$$\mathcal{L} = -\frac{1}{4} (\partial_\mu a_\nu - \partial_\nu a_\mu)^2 + \frac{e^2}{2} (\psi' + |\psi_0|)^2 a_\mu^2 + \frac{1}{2} (\partial_\mu \psi')^2 - U(\psi' + |\psi_0|). \hspace{1cm} (2.9)$$

Now we can readily recognize that the zero mass $\phi$ field combines with the $A_\mu$ field to give a massive vector meson field $a_\mu$ with mass given by $e^2 |\psi_0|^2$. The Goldstone boson has disappeared. It is eaten by the photon and the latter becomes heavy.

### 2.3 The Goldstone mode in a neutral superfluid

The ideas of the Goldstone boson and the Higgs phenomenon play important roles in condensed matter physics too. One only has to change the names: vacuum states in field theory correspond to ground states in condensed matter physics; the fields representing bose particles correspond to order parameters; and the mass corresponds to the excitation energy gap. Thus, a Goldstone boson in field theory is called a Goldstone mode (a gapless excitation above the ground state due to a broken continuous symmetry) in condensed matter physics. Phonons in crystals, spin waves in ferromagnets and sound-wave-like collective modes in superfluids are all Goldstone modes.

In this section, we will show that a Bose-condensed neutral superfluid (e.g. Helium II) has a ground state with a broken gauge symmetry and, as a result of the broken gauge symmetry, a Goldstone mode (phonon mode) exists. We will derive its dispersion relation. Finally, we will write down a Lagrangian density that gives the same physics as above so that we can draw some analogies with the
Goldstone boson in field theory and build up a basis upon which we can develop a Lagrangian formulation for a charged superfluid.

Penrose and Onsager\textsuperscript{5} have shown that a superfluid of Bose particles (like Helium II) can be defined as a state in which the density matrix $\rho(r,r')$ can factorize:

$$\rho(r,r') \equiv \langle \hat{\psi}^\dagger(r)\hat{\psi}(r') \rangle = \psi^*(r)\psi(r') + \rho'(r,r') , \quad (2.10)$$

with $\rho'(r,r') \to 0$ as $|r - r'| \to \infty$. Following the work of Beliaev\textsuperscript{6} who showed that the factorization can be extended to the time-dependent Green's function, Anderson\textsuperscript{7} further emphasized that one can take the definition of a superfluid as a fluid in which the particle field operator $\hat{\psi}$ has a macroscopic mean value (superfluid order parameter),

$$\langle \hat{\psi}(r,t) \rangle = \psi(r,t) = |\psi|e^{i\phi} . \quad (2.11)$$

He then pointed out that one can deal with $|\psi|$ and $\phi$ as though they are thermodynamic variables of the system and one can also define coarse-grained averages of them just as one deals with usual thermodynamic variables. The ground state is one in which $\psi(r,t)$ is constant throughout the whole system. Furthermore, unlike $|\psi|$, $\phi$ is also a dynamical variable with the number operator $N$ as its conjugate,

$$[\phi, N] = i , \quad (2.12)$$

with the operator equivalences

$$N = -i\partial/\partial\phi , \quad \phi = i\partial/\partial N . \quad (2.13)$$

Thus we have,

$$i\hbar\dot{N} = [\mathcal{H}, N] = i\frac{\partial\mathcal{H}}{\partial\phi} , \quad (2.14)$$

$$i\hbar\dot{\phi} = [\mathcal{H}, \phi] = -i\frac{\partial\mathcal{H}}{\partial N} . \quad (2.15)$$
One can take $N$ and $\phi$ as the operators for the whole system as well as for a piece of the system while $\mathcal{H}$ is always interpreted as the Hamiltonian for the whole system. From (2.14), the number conservation for the whole system ($\dot{N} = 0$) implies that the system has a U(1) symmetry (global gauge symmetry) $\partial \mathcal{H} / \partial \phi = 0$. The fact that the ground state of superfluid has constant $\phi$ means that the gauge symmetry is broken. It also means that for a small static variation of the $\phi$ field, the energy density should be a quadratic function of $\nabla \phi$ as

$$ E = n_s \frac{\hbar^2}{2m} (\nabla \phi)^2, \tag{2.16} $$

where $n_s$ is a arbitrary parameter and should be the number density of particles in the system at absolute zero temperature in a perfectly homogeneous system. Combining (2.14) and (2.16) (while treating $N$ and $\phi$ as operators for small pieces in the system), one finds that the particle flow current is,

$$ J_s = n_s \frac{\hbar}{m} \nabla \phi. \tag{2.17} $$

Therefore, we can treat $V_s \equiv \frac{\hbar}{m} \nabla \phi$ as the superfluid velocity for a homogeneous system (with very dilute or no impurities) at zero temperature.

Equation (2.15) will then give an acceleration equation of the superfluid. Taking the gradient of (2.15) gives,

$$ \hbar \frac{\partial}{\partial t} (\nabla \phi) = -\nabla \mu, \tag{2.18} $$

where $\mu$ is the chemical potential. In terms of $V_s$, one has,

$$ m \frac{\partial V_s}{\partial t} = -\nabla \mu. \tag{2.19} $$

As one might have observed, equation (2.19) is not Galilean invariant. This is because we have chosen a reference frame in which the ground state has $V_{s0} = 0$.
and we can thus ignore the $V_s^2$ term in the equation for small variations of the $\phi$ field.

Now we are ready to study the excitations associated with small variations of the $\phi$ field. Differentiating (2.19) with respect to $t$ gives,

$$m \frac{\partial^2 \delta V_s}{\partial t^2} = -\frac{\partial}{\partial t}(\nabla \delta \mu)$$

$$= \frac{\partial \mu}{\partial \rho} \nabla \frac{\partial \delta \rho}{\partial t}$$

$$= \frac{\partial \mu}{\partial \rho} \rho \nabla(\nabla \cdot \delta V_s)$$

$$= \frac{\partial P}{\partial \rho} \nabla^2 \delta V_s \ ,$$

(2.20)

where $\rho$ is the particle number density. Through the derivations we have used the relations

$$\nabla \times V_s \propto \nabla \times \nabla \phi = 0 \ ,$$

(2.21)

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho V_s) = 0 \ .$$

(2.22)

We can then easily obtain the dispersion relation from (2.20),

$$\omega = c_p k \ ,$$

(2.23)

where $c_p \equiv \frac{1}{m} \frac{\partial P}{\partial \rho}$. This is just the Goldstone mode related to a periodic variation of the $\phi$ field in space and time. It is the phonon mode (for small $k$) first predicted by Landau for Helium II.

We can also describe the dynamics of the $\phi$ field with a Lagrangian formulation while understanding that we use the Lagrangian in a classical field theory sense: the field equations (Euler-Lagrange equations) are all the physical content we can get from them. We can easily construct

$$\mathcal{L} = n_s \frac{\hbar^2}{m} \left[ \frac{1}{c_p^2} \left( \frac{\partial \phi}{\partial t} \right)^2 - (\nabla \phi)^2 \right]$$

(2.24)
to describe the $\phi$ field, where $n_s$ is a constant representing the equilibrium number density and $\phi$ will be able to describe density fluctuations. The Lagrangian (22) will give the correct field equation for $\phi$, $\frac{\partial^2 \phi}{\partial t^2} - c_p^2 \nabla^2 \phi = 0$, and thus the right dispersion relation (2.23). To compare the Lagrangian (2.24) and the Lagrangian (2.3) in Goldstone's complex scalar field model, we see that the degree of freedom represented by $\phi$ in (2.24) is closely analogous to that represented by $\phi$ in (3). Both have $U(1)$ symmetry and lead to an excitation mode without an excitation gap. One minor difference is that the Lagrangian (2.24) is not Lorentz covariant simply because $c_p$, which gives the correct dynamics of the $\phi$ field in (2.24), is not equal to the speed of light $c$. This will only affect the dispersion relations, especially (as we shall soon see) when the $\phi$ field is coupled to a vector gauge field.

Before finishing this section, we want to point out that it is much easier to construct a Lagrangian formulation for a pure system at zero temperature than for a system at finite temperature due to the absence of dissipation in the zero temperature case. It is especially difficult to extend this formalism to study the dynamic properties of the order parameter field at finite temperature, since a theory with a Lagrangian formulation necessarily implies the time reversal symmetry which a superfluid at finite temperature does not have due to dissipation. On the other hand, it is relatively easy (and thus conventional) to study dissipative systems by directly setting up the equations of motion of the order parameters. The extension of Lagrangian formulation for a dissipative system has been studied at length by various people (see e.g. Caldeira and Leggett for the study of quantum tunneling in dissipative systems). For our purpose here, we are more interested in obtaining dispersion relations for excitation modes than in discussing the propagation of them. Thus we will restrict our discussions to the non-dissipative case which should be a good approximation for clean systems at very low temperature.
2.4 Higgs mechanism in superconductivity

We have just shown that a neutral superfluid has a broken gauge symmetry and a Goldstone mode in close analogy with the broken U(1) symmetry and the Goldstone boson in Goldstone’s complex scalar field model. In this section, we will show that the extension of the theory for neutral superfluids to a theory of superconductors produces an analogy to the Higgs mechanism; the phonon mode of the neutral superfluid is lifted to a plasma mode, photons become massive, and the Meissner effect follows as a consequence.

We can readily extend the previous discussion to superconductors, i.e., charged superfluids. Gor'kov showed that for superconductivity the order parameter should be defined as the mean value of the electron pair field operator \( \psi(r,t) \equiv \langle \hat{\psi}_\downarrow(r)\hat{\psi}_\uparrow(r) \rangle \). Thus equations (2.12) — (2.15) should still hold if one takes an electron pair as a superfluid “particle”. On the other hand, equation (2.16) cannot be right since \( \nabla \phi \) does not have physical meaning: a local gauge transformation can change \( \nabla \phi \) without producing any physical change. One can easily cure this by writing

\[
E = n_s \frac{\hbar^2}{2m^*} (\nabla \phi + \frac{e^*}{\hbar c} A)^2,
\]

where \( e^* = 2|e|, m^* = 2m_e \), and \( n_s \) is the equilibrium density of electron pairs. Consequently, one finds the electron pair velocity and charge current:

\[
V_s = \frac{\hbar}{m^*} (\nabla \phi + \frac{e^*}{\hbar c} A),
\]

\[
J_s = n_s (-e^*) V_s.
\]

With \( \langle \frac{\partial \mathcal{H}}{\partial N} \rangle = \mu - e^* \Phi \), where \( \Phi \) is the electrostatic potential, the acceleration equation (2.19) becomes

\[
m^* \frac{\partial V_s}{\partial t} = -\nabla (\mu - e^* \Phi) + \frac{e^*}{c} \frac{\partial A}{\partial t}
\]

\[
\approx -\nabla \mu - e^* E
\]
for charged superfluids. The extra electric field term \((-e^*)E\) will provide a finite restoring force even for very large wavelengths of variation of the \(\phi\) field and give an excitation gap for the dispersion relation \((B = 0\) for longitudinal mode):

\[
m^* \frac{\partial^2 \delta V_s}{\partial t^2} = -\frac{\partial}{\partial t} \nabla \mu - e^* \frac{\partial E}{\partial t}
= \frac{\partial P}{\partial P} \nabla^2 \delta V_s - 4\pi n_s e^* e^2 \delta V_s .
\]  

(2.29)

The dispersion relation for this longitudinal mode (longitudinal photon) is,

\[
\omega^2 = \omega_P^2 + c_p^2 k^2 ,
\]  

(2.30)

where \(\omega_P \equiv (4\pi n_s e^*/m^*)^{1/2}\) is the plasma frequency.

We can also obtain London’s equation from (2.26) and (2.27),

\[
\nabla \times J_s = -\frac{n_s e^*}{m^* c} B .
\]  

(2.31)

Combining this with the Maxwell equations

\[
\begin{aligned}
\nabla \times E + \frac{1}{c} \frac{\partial B}{\partial t} &= 0 \\
\nabla \times B - \frac{1}{c} \frac{\partial E}{\partial t} &= \frac{4\pi}{c} j
\end{aligned}
\]  

(2.32)

will give dispersion relation for the transverse modes (transverse photons),

\[
\omega^2 = \omega_P^2 + c^2 k^2 .
\]  

(2.33)

For the static situation \((\omega \to 0), E \to 0, k \to i\omega_P / c\), we get the Meissner effect with the London penetration depth \(\lambda_L = c / \omega_P\).

We have observed that by attaching electric charge to superfluid particles, one has to formulate a theory with local gauge symmetry. After doing this, one finds that the original Goldstone mode due to the global gauge symmetry (equation (2.23)) is lifted to have a gap (equation (2.30)). The additional transverse mode
(2.33) can be thought of as the modification of the transverse electromagnetic field propagation due to the presence of the charged superfluid.

One can see a closer analogy between this phenomenon and the Higgs mechanism in field theory by formulating a Lagrangian description with local gauge symmetry extended from the global gauge symmetry $U(1)$ of equation (2.24):

$$\mathcal{L} = n_s \frac{\hbar^2}{2m^*} \left[ \frac{1}{c_p^2} \left( \frac{\partial \phi}{\partial t} - \frac{e^*}{\hbar} \Phi \right)^2 - \left( \nabla \phi + \frac{e^*}{\hbar c} A \right)^2 \right] - \frac{1}{16\pi} F_{\mu\nu}^2,$$

where the $F_{\mu\nu}^2$ term provides the dynamics for the gauge field $A^\mu = (\Phi, A)$. This general form for the Lagrangian agrees with the time-dependent Ginsburg-Landau equation for superconductivity at zero temperature (see Appendix 2A). We can briefly show that this Lagrangian indeed gives results consistent with what we obtained before.

We can conveniently combine the $\phi$ and $A^\mu$ degrees of freedom into

$$a^\mu = A^\mu - \frac{e^*}{\hbar c} \partial^\mu \phi .$$

(2.35)

Then the Lagrangian in terms of the $a^\mu$ fields is,

$$\mathcal{L} = \frac{\omega_p^2}{8\pi c^2} \left( \frac{c^2}{c_p^2} a_0^2 - a^2 \right) - \frac{1}{16\pi} (\partial_\mu a_\nu - \partial_\nu a_\mu)^2 .$$

(2.36)

The Lagrangian (2.36) has the same structure with the Lagrangian (2.9) for the $a_\mu$ fields and thus one can readily conclude that the Goldstone mode in a neutral superfluid has combined with the massless photons (the two transverse electromagnetic field degrees of freedom) to become massive photons. The Goldstone mode is lifted to become the longitudinal photon (plasma mode) and the two transverse photons also acquire the same mass ($\hbar \omega_p$). But (2.36) is not Lorentz covariant, as indicated by the fact that the Lagrangian distinguishes between the time and spatial components of the $a_\mu$ field. We can briefly show that this leads to different dispersion relations for the transverse and longitudinal photons.
The Euler-Lagrange equations for the $a_\mu$ fields are,

$$
\frac{\partial L}{\partial c_\mu} - \frac{1}{4\pi} \partial_\nu (\partial^\mu c_\nu - \partial^\nu c_\mu) = 0 .
$$  \hspace{1cm} (2.37)

Operating with $\partial_\mu$ upon (2.37) gives,

$$
\frac{1}{c} \frac{\partial a_0}{\partial t} + \frac{c_\mu^2}{c^2} \nabla \cdot a = 0 .
$$  \hspace{1cm} (2.38)

The explicit form of (2.37) separates out into time and space parts as,

$$
\begin{cases}
\partial_\mu \partial^\mu a_0 - \frac{\omega_\mu^2}{c_\mu^2} a_0 + \frac{1}{c} \frac{\partial}{\partial t} (\partial_\mu a^\mu) = 0 , \\
\partial_\mu \partial^\mu a - \frac{\omega_\mu^2}{c^2} a + \nabla (\partial_\mu a^\mu) = 0 .
\end{cases}
$$  \hspace{1cm} (2.39)

Straightforward calculations by combining (2.38) and (2.39) can then show that the dispersion relations are just as in (2.30) and (2.33), and that the difference between longitudinal and transverse modes is due to this separation of space and time component behaviors of the field. Ultimately, the difference is due to the fact that the Lagrangian is not covariant, since a Lorentz invariant theory cannot separate transverse modes from a longitudinal mode and thus has to give the same dispersion relations for them.

The main result is that, except for the minor difference caused by the problem of Lorentz invariance, the Higgs mechanism in field theory and the photon's acquisition of mass in superconductivity can indeed be formulated in the same manner.
2.5 Discussions and conclusions

The discussions for superconductivity in the last section all seem very simple. So it is necessary here for us to comment about their validity and about the approximations we have made throughout the discussions.

The method we used above to obtain collective excitation modes of superconductivity can be thought of as a mean field approximation. Strictly speaking, one would have to consider the residual interactions between all electron pairs and solve the equations of motion for this many-body system to obtain exact results, where residual interactions (including the long range part of the Coulomb interaction) represent those interactions between electrons that have not been taken into account during the pairing of electrons. This problem is very similar to the electron gas problem. In fact, our dispersion relations (2.30) and (2.33) are very similar to those of plasmons in the electron gas. For the electron gas problem, Bohm and Pines\(^{10}\) showed (using the Random Phase Approximation) that for low momentum modes (with wavelength larger than the neighboring electron separation), the many-body electron-electron interactions can be well described by letting each electron interact with the well defined collective field modes (plasma modes). These plasma modes (with electrons moving coherently) have transverse dispersion like (2.33) and a longitudinal dispersion relation \(\omega = \omega_p\). The random motion of electrons (as opposed to the coherent motion with the plasma field) gives another effective restoring term \(\langle v^2 \rangle k^2\) for the longitudinal mode through the interactions between the electrons and the collective field. This effect of the random motion of electrons (with a restoring term \(\langle v^2 \rangle k^2\)) is of the same physical nature as the effect of pressure (with a restoring term \(c_s^2 p k^2\) in (2.30)) in our fluid model. Classically, it simply means that when we reduce a Boltzmann description with both real space and momentum space distributions of particles into a fluid model de-
scription (the one we have here) with only a real space distribution of particles, we can effectively represent the effects of velocity randomness by the concepts of pressure $P$ and the force $\nabla P$ associated with any non-uniform spatial distribution. Thus for our superconductivity problem, one would expect (2.30) and (2.33) to be reasonable for weak electromagnetic fields and for wavelengths larger than the pair correlation length. The validity of the acceleration equation (2.28) requires that the total effective electromagnetic field be weak, and the validity of the definition of the course-grained average of the $\phi$ field requires that our discussion be restricted to phenomena with length scales much larger than the electron pair correlation length.

It is also interesting to compare our results with results that have been already established through more rigorous calculations. Historically, the search for collective modes in superconductivity is related to the fact that the original BCS theory does not give a gauge invariant description of the electromagnetic response of a superconductor. Anderson\textsuperscript{11} made the first attempt to obtain a gauge invariant theory of superconductivity by going beyond the Hartree-Fock-like approximation in the original BCS theory. He used the Random Phase Approximation to set up a time dependent Hartree-Fock-like approximation scheme. He was able to prove that in addition to the single particle excitation spectrum correctly given by BCS theory, there also exist longitudinal collective excitations. These longitudinal waves have a velocity $v_F\{\frac{1}{3}[1 - 4N(0)|V|]\}^{1/2}$ for a neutral Fermi superfluid and become the plasma oscillations in the charged case. Following Anderson's work and the improvement by Rickayzen,\textsuperscript{12} Ambegaokar and Kadanoff\textsuperscript{13} gave a clear calculation of the gauge invariant response of superconductors to weak electromagnetic fields and also obtained results similar to Anderson's. They showed that in the long wavelength limit the collective mode can be described as a state in which the
phase $\phi$ of the order parameter $\psi = |\psi|e^{i\phi}$ varies periodically in space and time while $|\psi|$ remains fixed. Our approach gives the same description. Here we can also use our Lagrangian formulation (2.34) to derive the electromagnetic response of superconductors and show that they agree with the results given by Ambegaokar and Kadanoff.

In equation (2.34), from $\frac{\partial L}{\partial \dot{\phi}} = 0$, one has $\partial_\mu \frac{\partial L}{\partial (\partial_\mu \phi)} = 0$. Since local gauge invariance is always related to local charge conservation, we expect the four current $j^\mu$ to be proportional to $\frac{\partial L}{\partial (\partial_\mu \phi)}$, and indeed one has,

$$j^\mu = e^* \frac{\hbar}{\partial} \frac{\partial L}{\partial (\partial_\mu \phi)}$$

$$= (-e^*)n_s \frac{m}{m^*} \left( \frac{c}{e^*} \left( \frac{\partial \phi}{\partial t} - \frac{e^*}{\hbar} \Phi \right) \right) \left( \nabla \phi + \frac{e^*}{\hbar c} A \right)$$

(2.40)

and

$$\partial_\mu j^\mu = 0.$$  

(2.41)

For long wavelength effects, we can Fourier transform equation (2.40) and (2.41) and solve for $\delta \phi(\omega, k) = \phi(\omega, k) - \phi_0$. We have,

$$\delta \phi(\omega, k) = \frac{i \epsilon^* c \omega \Phi(\omega, k) - e^* k \cdot A(\omega, k)}{\omega^2 - c_p^2 k^2}.$$  

(2.42)

Substituting (2.42) into (2.40) then gives the correct gauge invariant electromagnetic response of superconductors,

$$\left\{ \begin{array}{l}
\rho(\omega, k) = \frac{n_s e^{* 2}}{m^*} \frac{c k^2 \Phi(\omega, k) - \omega k \cdot A(\omega, k)}{\omega^2 - c_p^2 k^2} \\
\mathbf{j}(\omega, k) = -\frac{n_s e^{* 2}}{m^* c} \left[ \mathbf{A}(\omega, k) + \frac{c_p^2 k |k \cdot \mathbf{A}(\omega, k)| - c \omega k \Phi(\omega, k)}{\omega^2 - c_p^2 k^2} \right]
\end{array} \right.$$  

(2.43)

These agree with the results obtained by Ambegaokar and Kadanoff.

In conclusion, we have shown that the theory of superconductivity develops from the theory of neutral superfluids in a way closely analogous to the Higgs
mechanism in quantum field theory. The Lagrangian formulation we give provides a mathematical structure upon which analogies with Higgs mechanism can be drawn explicitly. Photons in superconductivity thus acquire a mass and the Meissner effect can be understood naturally in a gauge-invariant way. One still needs to do many-body calculations\textsuperscript{11,12,13} to understand the microscopic origin of the broken symmetry and the temperature and material dependent properties of superconductors. But with broken symmetry as the only basic starting point, one is able to understand both the basic features and the electromagnetic response of superconductors.
Appendix 2A

Connection with the Ginzburg-Landau Theory

We will now very briefly discuss the connection between our Lagrangian formulation and the Ginsburg-Landau theory.

One can expand the Lagrangian for the $\phi$ order parameter (2.34) into a Lagrangian for $\psi = |\psi|e^{i\phi}$ with a local gauge symmetry. A natural way to do so is to write

$$\mathcal{L} = n^* \frac{\hbar^2}{2m^*} \left[ \frac{1}{c_p^2} \left| \frac{\partial}{\partial t} - \frac{e^*}{\hbar} \Phi \right| \psi \right]^2 - \left| \left( \frac{1}{i} \nabla + \frac{e^*}{\hbar c} A \right) \psi \right|^2 - U(|\psi|) - \frac{1}{16\pi} F_{\mu\nu}^2,$$

(2A1)

It is easy to check that upon defining $n^*|\psi|^2 = n_s$, one would obtain the same Lagrangian for the $\phi$ field as that of (2.34). For a time-independent description, dropping the $\left( \frac{\partial}{\partial t} - \frac{e^*}{\hbar} \Phi \right) \psi$ term, one finds that $\mathcal{L}$ is the same as the original Ginsburg-Landau free energy except for an overall minus sign and for the detailed form of $U(|\psi|)$ in the Ginsburg-Landau free energy. Furthermore, from the work of Abrahams and Tsuneto,\textsuperscript{14} we know that for a pure superconductor (or a superconductor with very dilute impurities) at zero temperature the time-dependent generalization of the Ginsburg-Landau theory for small space and time variations of $\psi$ can be formulated with a Lagrangian density

$$\mathcal{L} = \frac{1}{2} N(0) \left[ \frac{(|\psi|^2 - |\psi_0|^2)^2}{|\psi_0|^2} + \frac{\nu_F^2}{3} \left| \left( \frac{\hbar}{i} \nabla + \frac{e^*}{c} A \right) \psi \right| \psi \right]^2 - \left| \left( \frac{\hbar}{i} \frac{\partial}{\partial t} - \frac{e^*}{\hbar} \Phi \right) \psi \right|^2 \left( \frac{\hbar^2}{8\pi} \right),$$

(2A2)

which agrees with our general form of (2.42). Comparing (2.42) and (2.43) one has,

$$c_p^2 = \frac{\nu_F^2}{3} = \frac{n_s}{m^* N(0)}.$$
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Chapter 3

Meissner Effects in Solids: Expulsion of Twist Distortions

Many physical systems display certain rigidity when a symmetry is broken: A superconductor expels magnetic field when gauge symmetry is broken and the superconducting order parameter is nonzero; a smectic liquid crystal expels twist and bend distortions under appropriate boundary conditions when the translational symmetry of a nematic liquid crystal is broken and the nematic liquid crystal becomes a smectic liquid crystal. In this chapter, we will show that a cubic-liquid-crystal phase — an intermediate phase between liquid and solid, with a translational symmetry but a broken rotational symmetry for the nearest neighbor bonds — will start to expel certain bond rotational distortions such as twist when the translational symmetry is also broken and the cubic-liquid-crystal becomes a solid. This is a rigidity associated with the broken translational symmetry. We will then explain that this special rigidity against twist distortions is a result of the expulsion of any distortions in which the local average nearest neighbor bond direction is not parallel to the direction of lines connecting nearest peaks of local density.

We study this effect in the context of Landau's theory of phase transitions. Following Nelson and Toner\(^1\), we first construct a free energy density valid for the cubic-liquid-crystal to solid phase transition. In the cubic-liquid-crystal phase, the rotational symmetry of the liquid has already been broken, and the system can be characterized by a local set of rotation angles \(\theta(\vec{r})\), measured from a preferred orthonormal triad. Density fluctuations leading to a crystal can be characterized by the Fourier transform of density at a discrete set of minimal reciprocal-lattice vectors \(\{\vec{G}_\alpha\}\) with a fixed orientation relative to the preferred triad. The rotationally
invariant free energy density describing the phase transition is,

\[ \mathcal{F} = \frac{1}{2} A \sum_{\alpha} \left| \vec{G}_\alpha \times (\nabla - i \vec{G}_\alpha \times \vec{\theta}') \rho_{\vec{G}_\alpha} \right|^2 + \frac{1}{2} B \sum_{\alpha} \left| \vec{G}_\alpha \cdot (\nabla - i \vec{G}_\alpha \times \vec{\theta}) \rho_{\vec{G}_\alpha} \right|^2 + \frac{1}{2} s \sum_{\alpha} \left| \rho_{\vec{G}_\alpha} \right|^2 + t \sum_{\alpha, \beta, \gamma} \rho_{\vec{G}_\alpha} \rho_{\vec{G}_\beta} \rho_{\vec{G}_\gamma} + O\left( \rho^4_{\vec{G}_\alpha} \right) + \frac{1}{2} K_a |\nabla \times \vec{\theta}|^2 + \frac{1}{2} K_b (\nabla \cdot \vec{\theta})^2, \]

\[ \vec{G}_\alpha + \vec{G}_\beta + \vec{G}_\gamma = 0 \quad (3.1) \]

where \( s \) is assumed to decrease linearly with decreasing temperature, and \( t \) is a constant. For sufficiently small \( s \), taking into consideration the cubic \( \rho \) term, and if necessary, the quartic \( \rho \) terms, we can have

\[ \langle \rho_{\vec{G}_\alpha} \rangle \neq 0. \quad (3.2) \]

A solid phase is therefore formed and \( A \) and \( B \) are then related to the elastic constants of the solid. The \( A \) and \( B \) energy terms represent the energy cost for the new solid phase to have non-ideal spacing and direction between nearest peaks of density maxima. The Frank constants \( K_a \) and \( K_b \) are stiffness intrinsic to the cubic-liquid-crystal phase.

In the cubic-liquid-crystal phase, with \( \langle \rho_{\vec{G}_\alpha} \rangle = 0 \), the twist distortion \((\nabla \cdot \vec{\theta} \neq 0)\) is distributed uniformly throughout the system when the cubic-liquid-crystal is under external twist stress. As the system enters into the solid phase with a broken translational symmetry with \( \langle \rho_{\vec{G}_\alpha} \rangle \neq 0 \), the system starts to expel twist distortions, and external twist perturbations can only penetrate a finite length (penetration depth) into the system. We will show this effect explicitly using free energy \((3.1)\) and making a few mathematical simplifications.

For mathematical convenience and without influencing the physical results of the argument, we make the following simplifications. First, we assume the set of
minimal reciprocal lattice vectors \( \{ \vec{G}_\alpha \} \) form a simple cubic lattice. This in turn gives \( t = 0 \). Second, we assume that the transition into the solid phase is either second order or weekly first order, so that the density fluctuations can be well described by the density Fourier transform at the three minimal reciprocal vectors. Third, we let \( B = A \) for mathematical convenience. The resulting simplified free energy density is

\[
\mathcal{F} = \frac{1}{2} A \sum_{\alpha=x,y,z} \left| (\nabla - i \vec{G}_\alpha \times \vec{\theta}) \rho_{\vec{G}_\alpha} \right|^2 + \frac{1}{2} s \sum_{\alpha} \rho_{\vec{G}_\alpha}^2 + O(\rho_{\vec{G}_\alpha}^4)
\]  
\[+ \frac{1}{2} K_a |\vec{\nabla} \times \vec{\theta}|^2 + \frac{1}{2} K_b (\vec{\nabla} \cdot \vec{\theta})^2 .
\]  

(3.3)

We write

\[
\rho_{\vec{G}_\alpha} = \rho_{\vec{G}_\alpha} \left| e^{i \phi_\alpha (\vec{r})} \right| ,
\]

(3.4)

where \( \phi_\alpha (\vec{r}) = \vec{G}_\alpha \cdot \vec{u}(\vec{r}) \) and \( \vec{u}(\vec{r}) \) represents the phonon displacement of the solid, i.e., the displacement of the points of maximum density away from their ideal positions. In the solid phase, to the lowest order of twist perturbations, we can assume \( \rho_{\vec{G}_\alpha} \) to be constant at a given temperature. Then the Euler-Lagrange equations for the \( \vec{\theta} \)-perturbation and the density fluctuation phase perturbation \( \phi_\alpha = \vec{G}_\alpha \cdot \vec{u} \) can be shown to be,

\[
2A \rho_{\vec{G}_\alpha} |\vec{G}_\alpha|^2 \left( \vec{\theta} - \frac{1}{2} \nabla \times \vec{\omega} \right) + K_a \nabla \times (\vec{\nabla} \times \vec{\theta}) - K_b \nabla (\vec{\nabla} \cdot \vec{\theta}) = 0 ,
\]

(3.5)

and

\[
\vec{\nabla} \times \vec{\theta} + \nabla^2 \vec{u} = 0 .
\]

(3.6)

We can now easily understand the behavior of twist distortions in a solid with a weakly broken translational symmetry. Taking the divergence of equation (3.5), we have

\[
\nabla^2 (\vec{\nabla} \cdot \vec{\theta}) - \frac{1}{\lambda^2} (\vec{\nabla} \cdot \vec{\theta}) = 0 ,
\]

(3.7)
where

$$\lambda_b \equiv \sqrt{\frac{K_b}{2A|\mathcal{G}_\alpha|^2\tilde{G}_\alpha^2}}$$  \hspace{1cm} (3.8)$$

is the penetration depth for twist perturbations. It can be shown quite generally\(^2\) from equation (3.7) that twist deformations (with $\vec{\nabla} \cdot \vec{\theta} \neq 0$) exist only within length $\lambda_b$ of the boundary of the solid and they decay exponentially (with decay length $\lambda_b$) into the bulk of the system. (For completeness, we have briefly summarized the proof in Appendix 3A.) Therefore the broken translational symmetry represented by order parameter $\rho_{\mathcal{G}_\alpha} \neq 0$ effectively expels the twist deformations from the bulk of the solid. This process of rotational rigidity due to the breaking of translational symmetry is indeed analogous to the Meissner effect in superconductors.

But the twist distortion is not the only physical quantity that is expelled from the bulk of the system when a cubic-liquid-crystal phase makes a transition into a solid phase. In fact, the expulsion of twist is a natural result of the expulsion of a large class of distortions which we will define and discuss in the following.

As we discussed earlier, the local orientation of the cubic-liquid-crystal is defined through the direction of the nearest neighbor bonds and these bonds tend to be parallel to a preferred orthonormal triad. As the system further breaks the translational symmetry, it forms non-uniform density with nonzero density Fourier components at vectors $\tilde{G}_\alpha$ ($\alpha = x, y, z$). The directions of lines connecting the nearest peaks of density maxima tend to be parallel to another preferred orthonormal triad with a fixed orientation relative to the preferred triad of the cubic-liquid-crystal nearest neighbor bonds. (For symmetry reasons, these two preferred triad should be the same.) Due to fluctuations, the local nearest neighbor bond directions in a cubic-liquid-crystal can be away from its preferred orthonormal triad and the difference can be represented by a local set of rotation angle $\vec{\theta}(\vec{r})$. In the
same way, the directions of local lines connecting nearest peaks of density can be also away from its preferred triad and the angular difference can be easily shown to be $\frac{1}{2} \vec{\nabla} \times \vec{u}$ for small phonon displacements. Due to rotational invariance, the difference between the above two small rotations, i.e.,

$$\vec{\zeta} \equiv \vec{\theta} - \frac{1}{2} \vec{\nabla} \times \vec{u},$$

(3.9)

is the real physical quantity that describes by how much the local average nearest neighbor bond directions are not parallel to the directions of lines connecting the nearest peaks of density maxima. This quantity is expelled from the bulk of the system, it decays exponentially away from the surface, and its expulsion causes twist to be expelled from the bulk of the system.

We can easily prove the above statements by first establishing the following relations:

$$\vec{\nabla} \cdot \vec{\zeta} = \vec{\nabla} \cdot \vec{\theta},$$

(3.10)

and

$$\vec{\nabla} \times (\vec{\nabla} \times \vec{\zeta}) = \vec{\nabla} \times (\vec{\nabla} \times \vec{\theta}) - \frac{1}{2} \vec{\nabla} \times [\vec{\nabla} \times (\vec{\nabla} \times \vec{u})]
= \vec{\nabla} \times (\vec{\nabla} \times \vec{\theta}) + \frac{1}{2} \nabla^2 \vec{\nabla} \times \vec{u}
= \frac{1}{2} \vec{\nabla} \times (\vec{\nabla} \times \vec{\theta}),$$

(3.11)

where we used equation (3.6) for the last step of derivation. Putting these two relations back into the Euler-Lagrange equation (3.5), we obtain an equation for $\vec{\zeta}$ field:

$$\nabla^2 \vec{\zeta} - (1 - \frac{\lambda_b^2}{\lambda_a^2}) \vec{\nabla} (\vec{\nabla} \cdot \vec{\zeta}) - \frac{1}{\lambda_a^2} \vec{\zeta} = 0,$$

(3.12)

where

$$\lambda_a \equiv \sqrt{\frac{K_a}{A|\rho_{G\alpha}|^2 \overline{G}_{\alpha}^2}}.$$

(3.13)
We can decompose $\vec{\xi}$ field into a curl-free part $\vec{\xi}_d$ and a divergence-free part $\vec{\xi}_c$. Then by choosing $\vec{\xi}_d$ and $\vec{\xi}_c$ appropriately\(^3\), the $\vec{\xi}$ field equation (3.12) can be written into two equations:

$$\begin{align*}
\nabla^2 \vec{\xi}_d - \frac{1}{\lambda_b^2} \vec{\xi}_d &= 0 ; \\
\nabla^2 \vec{\xi}_c - \frac{1}{\lambda_a^2} \vec{\xi}_c &= 0.
\end{align*}$$

(3.14)

We see that the curl-free part of $\vec{\xi}$ field $\vec{\xi}_d$ decays into the bulk with penetration depth $\lambda_b$, while the divergence-free part of the $\vec{\xi}$ field $\vec{\xi}_c$ decays into the bulk with penetration depth $\lambda_a$. The $\vec{\xi}$ field is therefore excluded from the bulk of the solid. In the bulk of the system, the nearest neighbor bond angle distortions $\vec{\theta}$ is then locked with phonon displacement via

$$\vec{\theta} = \frac{1}{2} \vec{\nabla} \times \vec{u}.$$  

(3.15)

And this is why in the normal description of a solid, the phonon $\vec{u}$ field completely describes the distortions.

The twist distortions of the nearest neighbor bonds exist only due to a nonzero $\vec{\xi}$ field, and it decays with the same penetration depth as that of the decay of a curl-free $\vec{\xi}$ field. We should notice that this twist is not the same as the "twist distortion" of a solid caused by, e.g., twisting a solid rod. Once we can use phonon field $\vec{u}$ to completely describe a solid, the local rotation of bonds away from its preferred triad is $\frac{1}{2} \vec{\nabla} \times \vec{u}$ and it is always twist-free because $\vec{\nabla} \cdot \frac{1}{2} \vec{\nabla} \times \vec{u} = 0$.

In summary, we have shown that the breaking of translational symmetry in a system with broken rotational symmetry causes the system to expel certain rotational distortions such as twist. The resulting solid with broken translational and rotational symmetry is rigid against twist perturbations. This is analogous to the Meissner effect in superconductors. Furthermore, for the cubic-liquid-crystal to
solid transition, the twist distortion is just one of the distortions that are expelled from the bulk of the system. In general, any distortions in which the nearest neighbor bonds are not parallel to the lines connecting the nearest peaks of density are expelled from the bulk of the solid.
Appendix 3A

General Proof of the Meissner Expulsion

In this appendix, we consider a physical system in which a physical quantity $u$ satisfies the following equation:

$$\nabla^2 u - \beta^2 u = 0 .$$  \hspace{1cm} (3A1)

We will prove that the solutions of this equation always show the property of decaying very rapidly toward the interior of the system with $\beta^{-1}$ as the decay length. (See Ref. 2 for the origin of this proof.)

We start from Green's theorem

$$\iiint_V (u \nabla^2 v - v \nabla^2 u) \, dV = \iint_S \left( u \frac{\partial v}{\partial \nu} - v \frac{\partial u}{\partial \nu} \right) \, dS ,$$  \hspace{1cm} (3A2)

for any two functions $u$ and $v$ which, as well as their first derivatives, are finite and continuous with a region of volume $V$. Here $\nu$ is the direction normal to the boundary $S$ of the volume $V$ and pointing toward outside. If we suppose further that $u$ and $v$ satisfy equation (3A1), then the left-hand side of equation (3A2) disappears. Let us choose $v$ to be

$$v = \frac{1}{|\vec{r} - \vec{r}_P|} e^{-\beta|\vec{r} - \vec{r}_P|}. \hspace{1cm} (3A3)$$

Then $v$ satisfies equation (3A1) everywhere except at the point $P$, where it has a singularity. In order to apply equation (3A2), we have to exclude this point from the volume $V$ over which we integrate. We do this by cutting out a spherical region of a small radius $\epsilon$ around the point $P$. We further confine the column with another sphere surface $S_1$ of a larger radius $R$ centered at $P$ and located entirely in the interior of our system.
Apply the Green's theorem to $u$ and the chosen $v$ within the above chosen
volumen $V$, and let $\epsilon \to 0$, we have,

$$4\pi u(\vec{r}_P) = \frac{e^{-\beta R}}{R^2} \iint_{S_1} \left\{ u(1 + \beta R) + \frac{\partial u}{\partial \nu} R \right\} dS .$$ \hspace{1cm} (3A4)

Since we can also choose

$$v = \frac{1}{|\vec{r} - \vec{r}_P|^\beta}$$ \hspace{1cm} (3A5)

as a solution of equation (3A1) with the same singularity at $P$, we obtain another
representation of $u(\vec{r}_P)$ by exchanging $\beta$ with $-\beta$:

$$4\pi u(\vec{r}_P) = \frac{e^{\beta R}}{R^2} \iint_{S_1} \left\{ u(1 - \beta R) + \frac{\partial u}{\partial \nu} R \right\} dS .$$ \hspace{1cm} (3A6)

Multiplying (3A4) by $e^{\beta R}$ and (3A6) by $e^{-\beta R}$ and subtracting, we obtain

$$u(\vec{r}_P) = \frac{\beta R}{\sinh \beta R} \cdot a_{S_1} ,$$ \hspace{1cm} (3A7)

where

$$a_{S_1} \equiv \frac{1}{4\pi R^2} \iint_{S_1} u dS$$ \hspace{1cm} (3A8)

is the mean value of $u$ on the sphere of radius $R$ around $P$. Equation (3A7) is
true for all points $P$ and for all spheres located entirely within the system. This
result indicates that the $u$ field always decays exponentially into the interior of the
system with $\beta^{-1}$ as the decay length. The $u$ field can only penetrate $\beta^{-1}$ into the
bulk of the system.
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3. When decomposing \( \vec{\xi} \) field into a curl-free part \( \vec{\xi}_d \) and a divergence-free part \( \vec{\xi}_c \), i.e., \( \vec{\xi} = \vec{\xi}_d + \vec{\xi}_c \), we have some freedom of choice: The decomposition process is invariant under the following transformations:

\[
\begin{align*}
\vec{\xi}'_d &= \vec{\xi}_d + \nabla \varphi ; \\
\vec{\xi}'_c &= \vec{\xi}_c - \nabla \varphi ,
\end{align*}
\]

where \( \varphi \) field satisfies \( \nabla^2 \varphi = 0 \). It is then easy to show that with this freedom, we can decompose \( \vec{\xi} \) field appropriately so that we can decompose the \( \vec{\xi} \) field equation (3.12) into equations (3.14).
Chapter 4

Meissner Effects in Smectic Liquid Crystals

de Gennes, in 1972, suggested an intriguing analogy between superconductors and smectics A. He showed that the free energy governing the nematic to smectic A liquid crystal transition is similar to that of the normal metal to superconductor transition. In particular, he argued that bend and twist distortions in smectics A play similar roles to that of magnetic field in a superconductor and that they are excluded from the bulk of the smectics A with a finite penetration depth. In the past few years, Renn and Lubensky have discovered that this analogy can be pushed further. They predicted that smectic liquid crystals containing chiral molecules can be in a twist-grain-boundary (TGB) state, just as type II superconductors under an external magnetic field can be in the Abrikosov flux lattice state. The predicted TGB phase was later observed experimentally by Goodby et al. and Srajer et al. In this chapter, we point out that bend and twist are not always expelled from smectics A. This result, studied by Durand and Clark, was discussed in de Gennes' book. While our arguments apparently do not disturb the type II superconductor analogies in smectic liquid crystals of Renn and Lubensky because they mostly worked in the region close to the upper critical twist field when the twist distortions are not expelled anyway, they point out the subtleties of the rigidity caused by the broken translational symmetry in smectics A.

In the following, we will first briefly review de Gennes' argument for this analogy using a covariant form of the smectic free energy. We will then discuss a few examples of smectics A under external perturbations to point out that this analogy is not complete: The bend and twist distortions in smectics A are not expelled from
the bulk with a single decay length. Their decay lengths depend on the boundary condition and can be a large macroscopic length scale.

We start by briefly introducing the nematic and smectic phases. (One can see de Gennes’ book\textsuperscript{7} for a detailed introduction.) In the nematic phase, the centers of mass of the elongated molecules have no long-range order, but the directions of the molecules tend to be parallel to some common axis, labelled by a unit vector (or “director”) \( \vec{n} \). Therefore, the nematic phase is translationally invariant but has a broken rotational symmetry. The director \( \vec{n} \) is the order parameter. For a nematic with small distortions of the director \( \vec{n}(\vec{x}) \), the Frank free energy density can be written as\textsuperscript{7}

\[
\mathcal{F}_d = \frac{1}{2} K_1 (\nabla \cdot \vec{n})^2 + \frac{1}{2} K_2 (\vec{n} \cdot \nabla \times \vec{n})^2 + \frac{1}{2} K_3 \left( \vec{n} \times (\nabla \times \vec{n}) \right)^2 .
\] (4.1)

The three kinds of distortions represented by nonzero \( \nabla \cdot \vec{n} \), \( \vec{n} \cdot \nabla \times \vec{n} \), and \( \vec{n} \times \nabla \times \vec{n} \) are called splay, twist, and bend respectively. \( K_1 \), \( K_2 \), and \( K_3 \) are, respectively, the splay, twist, and bend elastic constants.

In smectics, molecules form layered structures with constant interlayer distance. Within each layer, the molecules behave like two-dimensional liquid. The molecule directions, like in the nematics, tend to be parallel to a common axis \( \vec{n} \). There are different types of smectics. In smectic A liquid crystals, the phase we are interested in in this chapter, the director \( \vec{n} \) tends to be perpendicular to the smectic layers. As a result, smectics A tend to expel twist distortions from the bulk of the system. Furthermore, when we combine the tendency for director \( \vec{n} \) to be perpendicular to the smectic A layers with the tendency for the smectic A layers to be equal distanced, we can show that the smectics A also tend to expel bend distortions from the bulk of the system. These tendencies of expulsions apparently result from the new broken translational symmetry.
The order parameter $\psi(\vec{x})$ of the smectic A phase is chosen by de Gennes as follows: We write the deviation of the density $\rho(\vec{x})$ from its spatially uniform average $\rho_0$ as

$$\delta \rho(\vec{x}) = \rho(\vec{x}) - \rho_0 = \psi(\vec{x}) + \psi^*(\vec{x}), \quad (4.2)$$

where $\psi(\vec{x}) = \tilde{\psi}(\vec{x})e^{i q_0 \cdot \vec{x}}$, $q_0 = \frac{2\pi}{d_0} \vec{n}$, $d_0$ is the equilibrium interlayer distance, and $\tilde{\psi}(\vec{x})$ changes very little over distance $d_0$. The covariant de Gennes free energy density $^2$ is

$$\mathcal{F}_G = r|\psi|^2 + \frac{1}{2}g|\psi|^4 + C_|| |\vec{n} \cdot (\nabla - iq_0 \vec{n})\psi|^2 + C_\perp |\vec{n} \times (\nabla - iq_0 \vec{n})\psi|^2. \quad (4.3)$$

One can easily verify that the free energy is invariant under the transformations $\psi(\vec{x}) \to \psi(R^{-1} \vec{x})$ and $\vec{n}(\vec{x}) \to R\vec{n}(R^{-1} \vec{x})$, where $R$ is an arbitrary rotation operator. The total free energy that governs the nematic to smectic A transition is the sum of the Frank elastic energy $\mathcal{F}_F$ and the de Gennes energy $\mathcal{F}_G$. In order to see the analogy of this transition with the normal metal-superconductor transition clearly, we make a few simplifications. We take $C_|| = C_\perp = C$ and $K_2 = K_3$. Our model free energy density is thus

$$\mathcal{F} = \mathcal{F}_G + \mathcal{F}_F$$

$$= r|\psi|^2 + \frac{1}{2}g|\psi|^4 + C(|\nabla - iq_0 \vec{n}\psi|^2 + \frac{1}{2}K_1(\nabla \cdot \vec{n})^2 + \frac{1}{2}K_2(\nabla \times \vec{n})^2. \quad (4.4)$$

Comparing this with the metal-superconductor transition free energy

$$F_{SC} = \int d^3\vec{x} \left[ a|\psi|^2 + \frac{1}{2}b|\psi|^4 + \frac{1}{2m}|(\nabla - ie\vec{A})\psi|^2 + \frac{1}{4\pi}(\nabla \times \vec{A})^2 \right], \quad (4.5)$$

we see that there exists an analogy between the two transitions with correspondence of director $\vec{n}$ with vector potential $\vec{A}$, and of bend and twist $\nabla \times \vec{n}$ with magnetic field $\nabla \times \vec{A} = \vec{B}$. Based on this analogy, de Gennes pointed out that bend and
twist distortions should be expelled from the interior of smectics A with penetration depth

\[ \lambda_i = \sqrt{\frac{K_i}{2Cq_0^2|\psi|^2}} = \sqrt{\frac{K_i g}{2Cq_0^2(-\tau)}} \tag{4.6} \]

where \( i = 2, 3 \) stands for twist and bend respectively.

A gedanken experiment was used to illustrate the expulsion of bend as shown in Figure 4.1. The bend distortion enforced by the boundary condition here decays exponentially into the bulk with penetration depth \( \lambda_3 \). But as we will illustrate in detail in the remainder of the chapter, this analogy is not correct. If we define an ideal Meissner effect as one in which the expelled physical quantity (such as magnetic field) is expelled (in linear response) from the bulk with a single penetration depth regardless of the boundary conditions, and the penetration depth is determined by the energy constant of this physical quantity and the energy constant of the new broken symmetry that caused the expulsion of the physical quantity, then we will show that a smectic A is not completely analogous to a superconductor and bend and twist does not have a simple ideal Meissner effect. Consequently, the gedanken experiment in Figure 4.1 is among a very special class of situations where external perturbations of bend distortions actually decay exponentially into the bulk with penetration depth \( \lambda_3 \).

Smectics A are different from superconductors in many ways. We discuss some of the important differences here. First, the order parameter \( \vec{n} \) is a physical quantity and it has a fixed magnitude, which, as a strong geometric constraint, can allow many stable minimum energy states that cannot exist for the vector potential \( \vec{A} \) field. For example, equally distanced concentric sphere and coaxial cylinder layers (with \( \vec{n} \) normal to the layers) are stable "ground" states for smectics A, as are the famous focal conic structures under appropriate boundary conditions.
Figure 4.1  The ideal case: A weak bend decays exponentially into the bulk with penetration depth $\lambda_3$. This ideal decay happens because there is no splay or compression energy and the dominating two energy terms are bend and tilt energy.

But states corresponding to these in superconductors do not represent physically different states since in each of these cases $\nabla \times \vec{A} = 0$. Second, the smectic A free energy density contains the splay energy $K_1 (\nabla \cdot \vec{n})^2$ term which does not have a counterpart in the free energy of a superconductor. Splay distortions tend to co-exist with bend distortions. Splay energy should also be considered in minimizing the total free energy. This in general leads to rather complicated decay patterns for external distortion of director $\vec{n}$. All of the above differences lead to the failure of the analogy between the expulsion of magnetic field from a superconductor and the expulsion of bend and twist distortions from a smectic A: While a small magnetic field always decays in the bulk of a superconductor with the London penetration depth, the pattern of decay of bend and twist distortions into the bulk of
a smectic A depends on the geometry and the boundary condition of the external perturbations, and can be over macroscopic lengths.

We now examine the decay of bend and twist distortions in a smectic A in more detail. We first use the Euler-Lagrange equation formalism to understand why the above differences lead to the differences between the expulsion of a magnetic field in a superconductor and the expulsion of bend and twist distortions in a smectic A liquid crystal.

For superconductors with small external magnetic field perturbations, we assume $|\psi|$ to be constant. Then the Euler-Lagrange equation for the free energy of a superconductor is

$$\frac{e^2 |\psi|^2}{m} (\vec{A} - e^{-1} \nabla \phi) + \frac{1}{2\pi} \nabla \times (\nabla \times \vec{A}) = 0 , \quad (4.7)$$

where $\phi$ is the phase of the complex superconductor order parameter $\psi$. Taking the curl of equation (4.7), we obtain the magnetic field decay equation:

$$\nabla^2 \vec{B} - \frac{1}{\lambda_B^2} \vec{B} = 0 , \quad (4.8)$$

where

$$\lambda_B \equiv \sqrt{\frac{m}{2\pi e^2 |\psi|^2}} \quad (4.9)$$

is the London penetration depth. From equation (4.8) one can generally prove (as shown in Appendix 3A) that the $\vec{B}$ field is expelled from the bulk of superconductors and the decay length is $\lambda_B$.

For smectic A, we can similarly assume a constant $|\psi|$ and write down the Euler-Lagrange equation for the $\vec{n}$ field. Since $\vec{n}^2 = 1$ has to be enforced locally, we need to introduce an arbitrary Lagrange multiplier $g(\vec{x})$, and we have

$$2C q_0^2 |\psi|^2 (\vec{n} - q_0^{-1} \nabla \phi) + K_2 \nabla \times (\nabla \times \vec{n}) + g(\vec{x}) \vec{n} - K_1 \nabla (\nabla \cdot \vec{n}) = 0 . \quad (4.10)$$
The last two new terms are due to the two features of smectic A that we discussed earlier: the geometric constraint due to the fixed magnitude of \( \vec{n} \) and the new splay energy \( (\nabla \cdot \vec{n})^2 \). The severe geometric constraint of \( \vec{n}^2 = 1 \) allows an arbitrary Lagrange multiplier \( g(\vec{x}) \) as part of a solution, which results in the concentric sphere and focal conic structures discussed earlier. There are further complications when we try to study the behavior of a smectic A under perturbations. We find that the Lagrange multiplier \( g(\vec{x}) \) changes its value as the smectic A is perturbed. All these make it very difficult to use the Euler-Lagrange equation formalism. But at least we can conclude from the above discussions that the constraint \( \vec{n}^2 = 1 \) prevents us from obtaining a simple decay equation for twist or bend \( (\nabla \times \vec{n} \neq 0) \) by simply taking the curl of the Euler-Lagrange equation. The expulsion of bend and twist in smectic A has to be understood through other means.

It is actually easier and more natural to understand this expulsion through direct (case by case) free energy minimization. In terms of this approach, the Meissner effect in superconductors is the result of the minimization of free energy through the balance between the free energy cost of normal regions due to the existence of the magnetic field and the free energy cost of expelling the magnetic field. The London penetration depth is a length scale constructed through the two energy constants. In the smectic A problems, we can also understand the decay patterns of external perturbations by analyzing the balance between various energy terms. Here, we again assume a constant \( |\psi| \), set \( C_\parallel \) and \( C_\perp \) terms separately, and the total free energy is

\[
F = \int d^3\vec{x} \left\{ C_\parallel |\psi|^2 |\vec{n} \cdot (\nabla \phi - q_0 \vec{n})|^2 + C_\perp |\psi|^2 |\vec{n} \times (\nabla \phi - q_0 \vec{n})|^2 
+ \frac{1}{2} K_1 (\nabla \cdot \vec{n})^2 + \frac{1}{2} K_2 (\nabla \times \vec{n})^2 \right\},
\]

where we combined bend and twist energy together by setting \( K_2 = K_3 \). There are then four types of energy. Compression energy (with \( \vec{n} \cdot (\nabla \phi - q_0 \vec{n}) \neq 0 \)) is the
energy due to non-ideal distance between layers. Tilt energy (with $\vec{n} \times (\nabla \phi - q_0 \vec{n}) \neq 0$) is the energy cost of having the director $\vec{n}$ not parallel to the layer normal. There is also the splay energy (with $\nabla \cdot \vec{n} \neq 0$) and the bend and twist energies (with $\nabla \times \vec{n} \neq 0$). Decay patterns for various external perturbations are found by determining which two of the four energy types dominate, and balancing terms. The decay length scale is then determined by the energy constants of the two balancing terms plus some other external perturbation length scales. It is therefore clear that bend (or twist) does not always decay with length scale $\lambda_3$ (or $\lambda_2$). Only when the balance happens between the bend (or twist) energy and either the compression energy or the tilt energy, the decay pattern is mathematically analogous to that of the magnetic field in a superconductor and the decay length is determined by that proposed by de Gennes in equation (4.6). In the gedanken experiment illustrated in Figure 4.1, the main balance happens between the tilt energy and the bend energy, resulting in an ideal Meissner effect decay pattern. But in general, the decay patterns of external perturbations have various forms and do not have a simple analogy with the decay patterns of magnetic field in a superconductor.

To better understand the above discussions, we need to study a special example of smectic A under external perturbations. We take the case of a smectic A under an undulating boundary condition as first studied by Durand and Clark and also discussed by de Gennes. A smectic A is put in contact with an undulating glass surface as shown in Figure 4.2. The smectic planes stay locally tangent to the surface. For this case, we use the elastic theory description of smectic layers using $u(x, y, z)$ to represent the small $z$ direction displacement of layers away from their reference equilibrium positions of equal distanced layers parallel to the $x-y$ plane.
The de Gennes smooth decay solution for smectic $A$ layers under undulating boundary perturbation. For slow modulations $\Lambda \gg \lambda_1$, the decay length $l \sim \Lambda^2/\lambda_1 \gg \Lambda$ and bend and twist are not expelled.

Then the boundary condition can be written as

$$
\begin{align*}
  u(x, y, z = 0) &= \alpha \cos kx; \\
  \vec{n}(x, y, z = 0) &= \alpha k \sin kx \hat{x} + \sqrt{1 - \alpha^2 k^2 \sin^2 kx} \hat{z},
\end{align*}
$$

with $\vec{n}$ parallel to plane normal at the boundary. In the following, we will first find the full solution for this problem, then we will discuss the solution in various limits to show the complex nature of the decay of rotational distortions in smectics $A$. 

We can reasonably assume that, to the lowest order of the perturbation amplitude \( \alpha \), the solution takes the following form:

\[
\begin{cases}
  u(x, y, z) = u_0(z) \cos kx ; \\
  \bar{n}(x, y, z) \approx \theta(z) \sin kx \; \hat{z} + \hat{z} ,
\end{cases}
\] (4.13)

with

\[
\begin{cases}
  u_0(0) = \alpha ; \\
  \theta(0) = \alpha k .
\end{cases}
\] (4.14)

There is no twist in this solution and we can write the total elastic free energy as

\[
F = \int d^3\vec{x} \left\{ \frac{1}{2} \bar{B} \left( \frac{\partial u}{\partial z} \right)^2 + \frac{1}{2} \bar{C} (n_x + \frac{\partial u}{\partial x})^2 + \frac{1}{2} K_1 (\nabla \cdot \bar{n})^2 + \frac{1}{2} K_3 |\bar{n} \times (\nabla \times \bar{n})|^2 \right\} ,
\] (4.15)

where we have included the tilt energy represented by the \( \bar{C} \) term and we call \( \bar{B} \) and \( \bar{C} \) compression constant and tilt constant respectively. Comparing this free energy with the free energy in equation (4.11), we have,

\[
\begin{cases}
  \bar{B} = 2C_{||} q_0^2 |\psi|^2 ; \\
  \bar{C} = 2C_\perp q_0^2 |\psi|^2 .
\end{cases}
\] (4.16)

We also define a few length scales here:

\[
\lambda_i \equiv \sqrt{\frac{K_i}{\bar{B}}} , \quad i = 1, 2, 3,
\] (4.17)

and a constant \( \beta \) as

\[
\beta \equiv \frac{\bar{C}}{\bar{B}} = \frac{C_\perp}{C_{||}} .
\] (4.18)

Putting the trial solution in equation (4.13) into equation (4.15) and minimizing the free energy, we have,

\[
\begin{cases}
  \frac{d^2 u_0}{dz^2} - \beta k (ku_0 - \theta) = 0 ; \\
  \lambda_3^2 \frac{d^2 \theta}{dz^2} + \beta k (ku_0 - \theta) - \lambda_1^2 k^2 \theta = 0 .
\end{cases}
\] (4.19)
The two coupled second order differential equations combine to give a fourth order differential equation for $u_0$; the above coupled equations are equivalent to

\[
\begin{align*}
\theta &= ku_0 - \frac{1}{\beta k} \frac{d^2u_0}{dz^2} ; \\
\frac{d^4u_0}{dz^4} - (\beta k^2 + \beta \lambda_3^{-2} + \frac{K_1}{K_3} k^2) \frac{d^2u_0}{dz^2} + \beta \frac{K_1}{K_3} k^4 u_0 &= 0 .
\end{align*}
\]  

(4.20)

Taking a trial solution of the form

\[ u_0(z) = ae^{-z/l} , \]

(4.21)

we can obtain four solutions for $l$. Two of the four are positive and thus physical.

They are

\[
\begin{align*}
l_{\pm}^2 &= \frac{1}{2} \left[ \frac{K_3}{K_1 k^2} + \frac{1}{k^4 \lambda_1^2} + \frac{1}{\beta k^2} \right] \pm \sqrt{\left( \frac{K_3}{K_1 k^2} + \frac{1}{k^4 \lambda_1^2} + \frac{1}{\beta k^2} \right)^2 - \frac{4K_3}{\beta K_1 k^4}} .
\end{align*}
\]  

(4.22)

The solutions of $u_0$ and $\theta$ are

\[
\begin{align*}
u_0(z) &= a_+ e^{-z/l_+} + a_- e^{-z/l_-} ; \\
\theta(z) &= a_+ (k - \frac{1}{\beta kl_+^2}) e^{-z/l_+} + a_- (k - \frac{1}{\beta kl_-^2}) e^{-z/l_-} .
\end{align*}
\]  

(4.23)

The boundary conditions imply that

\[
\begin{align*}
\begin{cases}
a_+ + a_- &= \alpha ; \\
(1 - \frac{1}{\beta k^2 l_+^2})a_+ + (1 - \frac{1}{\beta k^2 l_-^2})a_- &= \alpha .
\end{cases}
\end{align*}
\]  

(4.24)

We have therefore obtained the full solution of this problem. One simple observation is that the bend distortions in this case are mixed with other distortions and follow a complicated decay pattern instead of the simple Meissner like decay pattern in Figure 4.1. We now proceed to discuss the behavior of the solution in various limits in detail.

Case 1) $\beta = \bar{C}/\bar{B} \to \infty$: 

In this limit, the directors $\vec{n}$ are always parallel to the layer normal: the smectic A is described solely by the layer displacement $u(x,y,z)$. There is only one decay length in this case:

$$ l = \sqrt{\frac{K_3}{K_1 k^2} + \frac{1}{k^4 \lambda_1^2}}. $$

(4.25)

Furthermore, when $\Lambda \equiv 1/k$, roughly the period of the undulating boundary condition, is much larger than $\lambda_3$, the compression energy is much larger than the bend energy. The minimum energy pattern is achieved by balancing the splay energy with the compression energy, and the decay length scale is

$$ l \approx \frac{\Lambda^2}{\lambda_1}, $$

(4.26)

which agrees with the result shown in de Gennes' book. Notice that the decay length $l$ in this limit is a very large macroscopic length and all distortions, including bend, are expelled very gradually from the bulk smectics A. When $\Lambda \ll \lambda_3$, the compression energy is much less than the bend energy, one needs to balance the bend energy with the splay energy, and the decay length in this limit is

$$ l \approx \sqrt{\frac{K_3}{K_1} \Lambda} $$

(4.27)

– still a macroscopic length.

Case II) $\beta = \bar{C}/\bar{B} \sim O(1)$:

Generally, all the distortions go into two branches with decay length $l_+ \text{ and } l_-$ respectively. One might think that most of the bend energy might go into one branch with a decay length close to $\lambda_3$. But as we will see, although in one limit one of the decay lengths is roughly $\lambda_3$, most of the bend energy actually does not go into this decay branch. To take this limit, assume that the undulating boundary condition period is a large macroscopic length and

$$ \Lambda \gg \lambda_1 \sqrt{\beta}; \quad \Lambda \gg \lambda_3, $$

(4.28)
then the two decay lengths can be simplified to

\[
\begin{align*}
\ell_+ &\approx \frac{1}{k^2\lambda_1} = \frac{\Lambda^2}{\lambda_1} ; \\
\ell_- &\approx \sqrt{\frac{K_3}{C}} = \tilde{\lambda}_3 .
\end{align*}
\]

(4.29)

One branch with \( \ell_- \approx \tilde{\lambda}_3 \) indeed has a decay length close to \( \lambda_3 \), but it can be easily shown that the bend distortion amplitudes are about the same in the two branches and therefore most of the bend energy goes to the \( \ell_+ \) branch because it has a much longer decay length.

The above discussion shows that bend and twist distortions in smectic A usually are not repelled on microscopic length scales. The decay length is typically a power of the wavelength of the external perturbation, a large macroscopic length. Bend distortions penetrate far into the bulk of the smectic A.

We have finished discussing the similarity and differences between the Meissner effect in superconductors and the linear response expulsion of bend and twist in smectic A. We conclude that although the breaking of the translational symmetry results in the tendency of expelling twist and bend from the bulk of the smectics A, the penetration length scale of the bend and twist distortions is macroscopic except for special boundary conditions. Before we end this chapter, in the following, we will briefly discuss what should happen to the smectic A system as we increase the magnitude of the perturbation and consider nonlinear effects.

We should first point out that all the discussions and examples above are for distortions in the linear regime. We define the linear regime as follows: In the linear regime, the distortions (away from a chosen ground state) in smectics A are small enough so that the distortions are relaxed gradually without creating defects and it is correct to describe the system as in the chosen ground state but with
small perturbations. (For the case we studied above, we chose the plane layered structure as the ground state.) As we increase the amplitude of the perturbation, one can imagine that it can be energetically favorable for the smectic A to go along with the boundary condition shape and form exactly equal distanced layers, saving compression, bend, and twist energy but in the mean time invariably creating defects. For large amplitude perturbations, the compression, bend, and twist energy saved can more than offset the energy cost of the defects. In this way, the system can evolve into a new form of stable ground state without twist or bend, and the smectics A expel bend and twist of large amplitude from the bulk to the surfaces or the cores of the defects.

We again use the case of undulating boundary condition to estimate the range of the linear regime. We want to know whether we can construct an energetically favorable defect state within elasticity linear range (i.e., $\alpha k \ll 1$) in which we can use the elastic free energy (4.15). Assume that a smectic A is in contact with an undulating surface that has undulation amplitude $\alpha$ and undulation wavevector $k = 1/\Lambda$. We only consider the limit $\beta \to \infty$, i.e., when all directors $\vec{n}$ are parallel to plane normals. We will first make a geometric argument for the existence of a possible defect state. We then show that the de Gennes solution (as in Figure 4.2) has a lower energy than that of the defect state. We therefore leave the question of the range of linear regime to future research.

The geometrical argument is the following. There are two competing trends for the smectic A under the undulating boundary condition. One is the trend for the layers to gradually relax into planar layer structures (as shown in Figure 4.2) to save the splay energy and the other is to form equal distanced layers (as shown in Figure 4.3) to save the compression and bend energy. The first structure was discussed earlier and the decay length is determined by equation (4.25) and we can
rewrite it here as
\[ l_{\text{linear}} = \Lambda \sqrt{\frac{K_2}{K_1}} \sqrt{1 + \frac{\Lambda^2}{\lambda_3^2}}. \] (4.30)

The second trend would be to relieve the perturbation and saving compression and bend energy by forming equal distanced layer structure while invariably creating defects (as shown in Figure 4.3). The equal distance constraint dictates that the system form defects at distance equal to radius of curvature away from the surface\(^8\). The first defect line has a distance away from the boundary equal to the radius of curvature at \( z = 0 \) on the boundary surface. The radius of curvature at \( z = 0 \) is
\[ R = \frac{\Lambda^2}{\alpha}. \] (4.31)

It seems that the structure with a shorter decay length should dominate. We are therefore tempted to argue for a geometric linear regime range given by
\[ l_{\text{linear}} \lesssim R. \] (4.32)

Normally, the undulating period \( \Lambda \) is a macroscopic length scale, \( \Lambda \gg \lambda_3 \), we then write the geometric linear regime criterion as
\[ \alpha \lesssim \lambda_1. \] (4.33)

This result, if correct, would be unique in that it specifies the amplitude of the perturbation rather than the strain of the perturbation as the criterion for the system to create defects.

But a careful energetics analysis seems to indicate that this defect state is higher in energy than the de Gennes smooth decay solution within linear elasticity theory. We divide each period of undulation of the defect state into three regions. The first is the region with \( z \leq R \). Except for some unimportant logarithmic corrections, the energy per period of undulation in this region is
\[ E_I \sim K_1 \left( \frac{\alpha}{\Lambda^2} \right)^2 \cdot R \cdot \Lambda. \] (4.34)
Figure 4.3  The equal distanced layer structure with grain boundary defect. One might imagine, comparing with Figure 4.2, that if $R \ll l$, defects would form. This turns out not to be the case.

The second region is for $z \geq R$ but away from the $z = 0$ neighborhood. The energy per period of undulation for such a region can be easily estimated to be

$$E_{II} \sim K_1 \left(\frac{\alpha}{\Lambda^2}\right)^2 \cdot R \cdot \Lambda.$$  \hspace{1cm} (4.35)

In the geometric linear regime, $l_{\text{linear}} \ll R$, these two regions have smaller energy than that of the de Gennes smooth decay solution, which has a per period energy as

$$E_{dG} = \frac{\pi}{2} K_1 \left(\frac{\alpha}{\Lambda^2}\right)^2 \cdot l_{\text{linear}} \cdot \Lambda.$$  \hspace{1cm} (4.36)
But the third region, the grain boundary region with $z > R$ and within the neighbourhood of $z \sim 0$, with $\Lambda \gg \lambda_3$, has per period energy equal to

$$E_{III} \approx \frac{\pi}{2} K_1 \left( \frac{\alpha}{\Lambda^2} \right)^2 \cdot l_{\text{linear}} \cdot \Lambda,$$

which is just the total energy cost of the de Gennes solution per period of undulation. This energetics analysis seems to suggest that the de Gennes smooth decay structure has a lower energy for small perturbations with $\alpha k \ll 1$ than the equal distanced layer structure.

We have not considered other structures such as edge dislocations or focal conics, so we cannot make a forceful conclusion here as regards whether there should be any defect structure for $\alpha k \ll 1$ or whether we have to go beyond $\alpha k \ll 1$ region to find an energetically favorable defect state. But the basic physics is clear here: The smectics A, due to the broken translational symmetry, tend to exclude bend and twist from the bulk of the system, just as superconductors tend to expel magnetic field from the bulk. But the decay of bend and twist distortions does not have a simple analogy with that of magnetic field into a superconductor. For small perturbations, the bend and twist distortions can penetrate macroscopic distances into the bulk. For large perturbations, we expect the smectic A may form equal distanced layer structure, create defects, and exclude bend and twist from the bulk of the system.
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Chapter 5

Density of States in a Vortex Core and the Zero Bias Tunneling Peak

As a result of the Meissner effect, a small magnetic field is always expelled from the bulk of a superconductor, except within a London penetration depth of the surface. But for large external magnetic field, there are two kinds of responses\(^1\). A type I superconductor continues to expel magnetic flux until the field reaches \(H_c(T)\), at which point the superconductor undergoes a phase transition into a normal state. Type II superconductors expel magnetic flux until the field reaches \(H_{c1}(T)\), when the magnetic field starts to penetrate the system in the form of vortices. When the magnetic field exceeds \(H_{c2}(T)\), type II superconductors undergo a transition into a normal state. Unlike a superconductor under no external magnetic field, in which a gap \(\Delta\) exists for excitations, a vortex is like a small normal region and allows excitations with energy smaller than \(\Delta\). (The Fermi energy is taken to be zero throughout this chapter.) These excitations are localized around the vortex core, and the local density of states near the vortex cores is nonzero for energies less than \(\Delta\).

The invention of the scanning-tunneling-microscope (STM) made it possible to measure directly the local density of states around a vortex core. But the experiment proved very difficult, and was not done until 1989 when Harald Hess et al.\(^2\) successfully measured the local density of states of a single isolated vortex using the STM method. This beautiful experiment created new interest in the local density of states in the vortex core, especially because the experimental measurement was drastically different from a previous theoretical calculation done by Leadon and Suhl\(^3\). Joel Shore, Alan Dorsey, James Sethna and I became interested in this problem, and this chapter describes the results of that collaboration.\(^4\) In this
chapter, we will investigate this problem and find out whether the BCS theory can successfully explain the local density of states measurements by Hess et al. By solving the Bogoliubov equations numerically, we can show that a careful calculation within the BCS theory can indeed explain the experimental observation.

In the following, we first briefly summarize old BCS results concerning the vortex core states and explain the discrepancy between the new experimental measurement and the old theoretical calculations. We will then set up the formalism for our own calculations of the local density of states and present the results of numerical calculations.

As shown by Abrikosov, a magnetic field larger than $H_{c1}$ can penetrate into the bulk of a type II superconductor in the form of vortices. The superconductor order parameter is zero at the center of a vortex and approaches its bulk value at distance of a few correlation lengths ($\xi$) away from the center. There is also a finite magnetic field in the vortex core region (radius $r \ll \xi$), which decays to zero over distance comparable to the London penetration depth $\lambda$ away from the center of the vortex. For external magnetic fields higher than but very close to $H_{c1}$, there is a very small density of vortices in the superconductor and we can treat a vortex as isolated. Far away from an isolated vortex, the local density of states should be the same as that of a homogeneous superconductor, with an excitation gap $\Delta$. But as we move close to the center of the vortex, $\Delta$ decreases to zero. Intuitively, a vortex core region ($r \ll \xi$) is somewhat similar to a normal region, and it allows local excitations of very small energy to exist. Using the Bogoliubov equations, Caroli et al. calculated the excitation spectrum for a vortex core. (See de Gennes' book for a detailed introduction to the Bogoliubov equations.) One expects the density of states of these low lying excitations to have non-uniform spatial distributions around a vortex core. Leadon and Suhl approximately calculated the local density
of states around a vortex core using Gorkov's Green's function formalism. (See Schrieffer's book for an introduction to Gorkov's formalism.) We have copied the result of their calculation here in Figure 5.1. The calculation clearly shows that for all locations around a vortex core, the local density of states is always nonzero at energies less than $\Delta$ and has a minimum at zero energy. The result was appealing: the superconductor has a "normal" core. But the calculated energy dependence of the local density of states around a vortex core is different from that of the STM measurement done by Hess et al. Here we will describe the experiment and its physical results.

Hess et al. performed the STM measurements on a type II superconductor NbSe$_2$. Far from the center of a vortex they reproduce the standard BCS form for the bulk density of states in the absence of an applied field. However, when the STM tip is scanned over the center of a vortex a rather pronounced peak in $dI/dV$ is observed at small bias. (See Figure 5.2) NbSe$_2$ was chosen for its excellent surface quality; atomically clean surfaces were observed over the 6000-Å scan range of the STM. The material is a layered crystal which undergoes a charge density wave (CDW) transition at 33 K, with a CDW gap of 35 meV, and a superconducting transition at 7.2 K with a superconducting gap $\Delta_0$ of 1.11 meV. The upper critical field $H_{c2\perp}$ for a field applied perpendicular to the planes is 5 T. The coherence length $\xi_\parallel$ in the plane is 77 Å. The Ginzburg-Landau parameter $\kappa_\parallel = \lambda_\parallel/\xi_\parallel = 30$, so that NbSe$_2$ is an extreme type II superconductor. The experiment is performed by applying a field $H > H_{c1}$ perpendicular to the surface, so that an Abrikosov flux lattice is formed. The $dI/dV$ vs. $V$ curves are obtained by imposing a small dither voltage of 0.1 mV on top of the sample voltage, while a constant sample-tip distance is maintained. We have included a reproduction of the data of Ref. 2 by Hess et al. in Figure 5.2. Far from a vortex, $dI/dV$ vs. $V$ agrees with the usual
Figure 5.1  Local density of states in a vortex core for five radial positions in Leadon and Suhl's calculation.
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Curve A is the BCS density of states for a uniform superconductor. \( N(0) \) is the density of states for uniform normal metal at the Fermi surface. This calculation was incorrect, for reasons discussed in the text.

BCS form (once one accounts for smearing due to thermal effects). However, at the center of the vortex, a rather pronounced peak appears at small bias. The height of this peak is quite sensitive to the position of the tip relative to the center of the vortex.

It is this enhanced conductance near zero bias which is the puzzling feature of these data because it does not agree with the energy dependence of the local density
Figure 5.2  Data of Hess et al. showing $dI/dV$ vs. $V$ for NbSe$_2$ in a 0.02-T field and at a temperature of 1.85 K. The data give results for three STM tip positions: at the vortex center (top), about 75 Å ($\approx \xi_0$) away from the vortex center (middle), and 2000 Å away (bottom). Note the different zero for each curve.
of states obtained by Leadon and Suhl\textsuperscript{3}. In the following, we present an explanation of this anomaly based on an approximately self-consistent numerical solution of the Bogoliubov equations\textsuperscript{7} for the quasiparticle bound states in the presence of a single vortex, for parameters relevant to NbSe\textsubscript{2}. From this numerical solution we obtain the quasiparticle amplitudes explicitly, unlike previous approaches which have relied on various analytical approximations.\textsuperscript{3,6,10,11} We find that the experiment can be explained by our calculation. We also find that there are additional structures in the vortex core local density of states; the local density of states at locations away from the center of the vortex can have a double peak structure. This prediction turned out to be verified by a more recent experiment\textsuperscript{12}.

Before embarking upon a discussion of the technical details of our calculation, we would like to first provide an intuitive explanation of our results. In the presence of a single vortex, the pair potential \( \Delta(r) \) is zero at the center of the vortex and asymptotically approaches its zero-field value \( \Delta_0 \) at a distance of several coherence lengths from the center of the vortex. In some respects, this spatial variation of the pair potential is analogous to a potential well for the quasiparticles, of depth \( \Delta_0 \) and radius \( \xi_\parallel \).\textsuperscript{13} Quasiparticles with energies \( E < \Delta_0 \) will form bound states in the radial direction in this well, with an energy spacing of order \( \hbar^2/2m\xi_\parallel^2 \sim \Delta_0^2/E_F \ll \Delta_0 \), where \( E_F \) is the Fermi energy. (In this paper energies are measured relative to the Fermi energy.) Quasiparticles with energies \( E > \Delta_0 \) will be scattered from the vortex. It is the bound states which yield a non-zero total density of states for energies \( E < \Delta_0 \), as demonstrated in earlier calculations.\textsuperscript{3,6,10,11} The local density of states, on the other hand, reflects the spatial behavior of the quasiparticle wavefunctions. Since there is cylindrical symmetry about the axis of the vortex, the wavefunctions can be labelled by an angular momentum quantum number \( \mu \). The lowest energy bound states (those
with small $\mu$) will have wavefunctions which are peaked closer to the axis of the vortex (just as the low angular momentum states of the hydrogen atom are peaked closer to the origin). Therefore, a measurement of the local density of states at the center of the vortex core would find an enhancement at small bias since the low energy bound states have a much greater probability of being close to the center of the vortex. But since bound states with higher energy (but still with $E < \Delta_0$) will have wavefunctions which are peaked at a distance of order $\xi$ away from the center of the vortex core (again in analogy with the hydrogen atom), we expect that a measurement of the local density of states at a distance of order $\xi$ away from the center of the vortex core should find an enhancement at a nonzero energy bias $E < \Delta_0$ as well as at $-E$. Therefore, the measured energy dependence of the local density of states at this location should have a double peak structure. At high temperatures, the measured differential conductance at the location will have only one central peak due to thermal broadening (as we will explain later). But at low temperatures, we expect the measured differential conductance to reveal the double peak structure of the local density of states. Finally, at locations farther (several $\xi$ away) from the center of the vortex, the bound state wavefunctions have diminished weight, and the local density of states will be dominated by the high energy scattering states. Thus, sufficiently far from the center of the vortex the local density of states will assume its zero-field BCS form. This is precisely the behavior observed in the experiment.

We now discuss the technical details of our calculation. We first note that for NbSe$_2$, $2\Delta_0/k_BT_c = 3.58$, close to the BCS value of 3.53, justifying the weak-coupling approximation. Second, de Haas-van Alphen measurements indicate that these materials have extremely long mean free paths, so that it is possible to work in the “clean” limit. In order to make a quantitative comparison to the experiment,
we need first to establish the relationship between the differential conductance and the single particle density of states. In the process we need to formally define the density of states. For completeness, we include the details in Appendix 5A. Here, we only write down the results. The single particle density of states for spin $\alpha$ electron at energy $\omega$ and location $\mathbf{r}$ is

$$N_\alpha(\omega, \mathbf{r}) = (1 + e^{-\beta \omega}) \sum_{n,m} \rho_m \left| \langle n | \psi_\alpha^\dagger(\mathbf{r}) | m \rangle \right|^2 \delta(E_n - E_m - \omega),$$  \hspace{1cm} (5.1)

where $\beta = 1/k_BT$, and $\rho_m$ is the statistical weight of state $m$:

$$\rho_m \equiv \frac{e^{-\beta E_m}}{\sum_{m'} e^{-\beta E_{m'}}}.$$  \hspace{1cm} (5.2)

For tunneling between a normal STM tip and a superconductor, assuming that the tunneling matrix and the normal tip density of states change little over energy range $\Delta$, the differential conductance is obtained by a convolution of the superconductor local density of states $N_s(\omega, \mathbf{r})$ with the derivative of the fermi function:

$$\frac{dI}{dV} \propto \int_{-\infty}^{\infty} d\omega N_s(\omega + V) \left[ -\frac{\partial f(\omega)}{\partial \omega} \right],$$  \hspace{1cm} (5.3)

where $f(\omega)$ is the fermi distribution function

$$f(\omega) = \frac{e^{-\beta \omega}}{1 + e^{-\beta \omega}}.$$  \hspace{1cm} (5.4)

For $k_BT \ll \omega$, $-\frac{\partial f}{\partial \omega}$ is a sharply peaked function with a unit total integral and a width of size $k_BT$. Therefore, with an energy resolution of $k_BT$, the differential conductance is roughly proportional to the local density of states.

To compare theory with experiment, we need to calculate the defined local density of states for an isolated vortex. There are two ways to formulate the BCS superconductivity theory for an inhomogeneous superconductor such as one that contains vortices: Gorkov's Green's functions and the Bogoliubov equations.
Gorkov's Green's function formulation\(^8\) was used by Leadon and Suhl to calculate approximately the vortex core local density of states. The Bogoliubov equations aim at solving the excitation spectrum of an inhomogeneous superconductor. For details, one can refer to de Gennes' book\(^7\). Here, we will summarize the main results of the Bogoliubov equation formalism. We will also derive the local density of states in terms of the solutions to the Bogoliubov equations. Finally, before we go into the details of the numerical calculations, we will discuss the relationship between the vortex core quasiparticle energy spectrum and the vortex core total electronic density of states. Some previous calculations made incorrect assumptions about this relationship.

The Bogoliubov equation formalism assumes a simple local spin-independent attraction between electrons. The Hamiltonian for such a system is

\[
\mathcal{H} = \int d^3 r \sum_\alpha \psi_\alpha^\dagger (r) \hat{H} \psi_\alpha (r) - \frac{1}{2} U_0 \int d^3 r \sum_{\alpha, \beta} \psi_\alpha^\dagger (r) \psi_\beta^\dagger (r) \psi_\beta (r) \psi_\alpha (r),
\]

(5.5)

where \(\alpha\) and \(\beta\) denote spin index, \(\hat{H}\) is the free electron operator defined as

\[
\hat{H} \equiv \frac{1}{2m} \left[ -i \vec{\nabla} - \frac{e}{c} \vec{A}(r) \right]^2 - E_F,
\]

(5.6)

and the \(U_0\) term describes the local attraction between electrons. Bogoliubov essentially applied a generalized Hartree-Fock approximation to this superconductivity model by replacing the above Hamiltonian with a new effective Hamiltonian

\[
\mathcal{H}_{\text{eff}} = \int d^3 r \left\{ \sum_\alpha \psi_\alpha^\dagger (r) \hat{H} \psi_\alpha (r) + \Delta(r) \psi_1^\dagger (r) \psi_1^\dagger (r) + \Delta^*(r) \psi_1 (r) \psi_1 (r) \right\},
\]

(5.7)

where the pair potential \(\Delta(r)\) is to be self-consistently determined by

\[
\Delta(r) = -U_0 \langle \psi_1 (r) \psi_1 (r) \rangle \, .
\]

(5.8)
Since the new effective Hamiltonian $\mathcal{H}_{\text{eff}}$ is quadratic in $\psi$ and $\psi^\dagger$, we can diagonalize it by performing a unitary transformation as follows,

$$
\begin{cases}
\psi_\uparrow(r) = \sum_n \gamma_{n\uparrow} u_n(r) - \gamma_{n\downarrow}^\dagger v_n^*(r) ; \\
\psi_\downarrow(r) = \sum_n \gamma_{n\downarrow} u_n(r) + \gamma_{n\uparrow}^\dagger v_n^*(r) ,
\end{cases}
(5.9)
$$

where the summation over $n$ is to be specified later. Under this transformation, we expect the effective Hamiltonian $\mathcal{H}_{\text{eff}}$ to be diagonalized as

$$
\mathcal{H}_{\text{eff}} = E_g + \sum_{n, \alpha} \epsilon_{n\alpha} \gamma_{n\alpha}^\dagger \gamma_{n\alpha} ,
(5.10)
$$

where $E_g$ is the ground state energy. It can be shown that if we solve for the complete spectrum of the following Bogoliubov equations,

$$
\begin{cases}
(\hat{H} - \epsilon_n) u_n(r) + \Delta(r) v_n(r) = 0 ; \\
\Delta^*(r) u_n(r) - (\hat{H} + \epsilon_n) v_n(r) = 0 ,
\end{cases}
(5.11)
$$

and specify the summation over $n$ as over all the eigenstates with positive eigenenergy $\epsilon_n$, then the Hamiltonian diagonalization (5.10) is achieved and the quasiparticle creation and annihilation operators $\gamma_{n\alpha}^\dagger$ and $\gamma_{n\alpha}$ satisfy the fermion commutation relations

$$
\begin{cases}
\gamma_{n\alpha}^\dagger \gamma_{m\beta} + \gamma_{m\beta}^\dagger \gamma_{n\alpha} = \delta_{m,n} \delta_{\alpha,\beta} ; \\
\gamma_{n\alpha} \gamma_{m\beta} + \gamma_{m\beta} \gamma_{n\alpha} = 0 .
\end{cases}
(5.12)
$$

In terms of the unitary transformation amplitudes $u_n(r)$ and $v_n(r)$ (also called quasiparticle wavefunctions), the pair potential self-consistency condition is

$$
\Delta(r) = U_0 \sum_n u_n(r) v_n^*(r) [1 - 2f(\epsilon_n)] ,
(5.13)
$$

where the sum on the states $n$ is restricted to positive energy states and $U_0$ is the attractive coupling.

We now derive the local density of states $N_\alpha(\omega, r)$ and express it in terms of these quasiparticle wavefunctions. We first specify the eigenstates of the system.
by

\[ |n\rangle = |n_{1\pm}, n_{2\pm}, \ldots\rangle \]  

(5.14)

where \(n_{i\pm}\) represents the occupation number of quasiparticles in the \(i\)th state with spin \(\pm\). \(n_{i\pm} = 0\) or 1, since the quasiparticles are fermions. The matrix elements of the quasiparticle operators are

\[
\begin{align*}
\langle n | \gamma_{k\pm}^\dagger | m \rangle &= \left[ \prod_{i\alpha \neq k\pm} \delta_{m_{i\alpha}, n_{i\alpha}} \right] \delta_{m_{k\pm}, 0} \delta_{n_{k\pm}, 1}; \\
\langle n | \gamma_{k\pm} | m \rangle &= \left[ \prod_{i\alpha \neq k\pm} \delta_{m_{i\alpha}, n_{i\alpha}} \right] \delta_{m_{k\pm}, 1} \delta_{n_{k\pm}, 0}.
\end{align*}
\]  

(5.15)

The local density of states is calculated as follows,

\[ N_\uparrow (\omega, r) \]

\[ = (1 + e^{-\beta \omega}) \sum_{n,m} \rho_m |\langle n | \psi_{k\uparrow}^\dagger (r) | m \rangle|^2 \delta (E_n - E_m - \omega) \]

\[ = (1 + e^{-\beta \omega}) \sum_{n,m} \rho_m \left| \sum_k [u_k^*(r) |\langle n | \gamma_{k\uparrow} | m \rangle - v_k(r) |\langle n | \gamma_{k\uparrow} | m \rangle|] \right|^2 \delta (E_n - E_m - \omega) \]

\[ = (1 + e^{-\beta \omega}) \sum_{n,m} \rho_m \sum_k \left| [u_k^*(r) |\langle n | \gamma_{k\uparrow} | m \rangle - v_k(r) |\langle n | \gamma_{k\uparrow} | m \rangle|] \right|^2 \delta (E_n - E_m - \omega) \]

\[ = (1 + e^{-\beta \omega}) \sum_{n,m} \rho_m \sum_k \left[ |u_k(r)|^2 |\langle n | \gamma_{k\uparrow} | m \rangle| + |v_k(r)|^2 |\langle n | \gamma_{k\uparrow} | m \rangle| \right]^2 \delta (E_n - E_m - \omega) \]

\[ = \sum_k |u_k(r)|^2 \delta (\epsilon_k - \omega) \sum_{n,m} \langle n | \gamma_{k\uparrow} | m \rangle \rho_m + \sum_k |v_k(r)|^2 \delta (\epsilon_k + \omega) \sum_{n,m} \langle n | \gamma_{k\uparrow} | m \rangle \rho_m. \]  

(5.16)

With

\[
\begin{align*}
\sum_{n,m} \langle n | \gamma_{k\uparrow} | m \rangle \rho_m &= \sum_{\{|m\rangle : m_{k\uparrow} = 0\}} \rho_m = \frac{1}{1 + e^{-\beta \epsilon_k}}; \\
\sum_{n,m} \langle n | \gamma_{k\downarrow} | m \rangle \rho_m &= \sum_{\{|m\rangle : m_{k\downarrow} = 1\}} \rho_m = \frac{e^{-\beta \epsilon_k}}{1 + e^{-\beta \epsilon_k}},
\end{align*}
\]  

(5.17)

we finally have

\[ N_\uparrow (\omega, r) = \sum_{\epsilon_k > 0} \left[ |u_k(r)|^2 \delta (\omega - \epsilon_k) + |v_k(r)|^2 \delta (\omega + \epsilon_k) \right]. \]  

(5.18)
The spin down density of states $N_\downarrow(\omega, r)$ can also be similarly derived and the result is the same:

$$N_\uparrow(\omega, r) = N_\downarrow(\omega, r) . \quad (5.19)$$

Before we describe the numerical calculations of the Bogoliubov equations, we want to note that the vortex core total electronic density of states is not simply related to the vortex quasiparticle excitation spectrum through

$$N(\omega) = \frac{dk}{d\epsilon_k} \bigg|_{\epsilon_k = \omega} , \quad (5.20)$$

as assumed in some previous theoretical calculations\textsuperscript{15}. Instead, by integrating equation (5.18) over $r$, we obtain the single vortex total density of states (per spin) (for $\omega > 0$) as

$$N_\alpha(\omega) = \sum_{\epsilon_k > 0} \delta(\omega - \epsilon_k) \int d^3r |u_k(r)|^2 + \delta(\omega + \epsilon_k) \int d^3r |v_k(r)|^2$$

$$\approx \left[ \frac{dk}{d\epsilon_k} \int d^3r |u_k(r)|^2 \right] \bigg|_{\epsilon_k = \omega} . \quad (5.21)$$

The spatial integral of $|u_k(r)|^2$ does not have a fixed value and varies with $k$. So the simple assumption of equation (5.20) is not correct. The above discussion suggests that we need to calculate the quasiparticle wavefunctions even when we are only interested in the single vortex core total density of states. Therefore, the previous comparison\textsuperscript{15} between some superconducting thin film tunneling experiments and the theoretical calculation of the total density of states based on assumption (5.20) needs to be reexamined, although numerically the difference probably will not be great\textsuperscript{16}.

We now introduce the numerical method used by Joel Shore for solving the Bogoliubov equations for the quasiparticle wavefunctions $u_n(r)$ and $v_n(r)$ in the presence of a single vortex.\textsuperscript{4} We follow the notation used by Caroli et al.\textsuperscript{6} In
cylindrical coordinates \( r = (r, \theta, z) \), the order parameter is of the form \( \Delta(r) = \exp(-i\theta)\Delta(r) \) with \( \Delta(r) \) real. By taking advantage of the cylindrical symmetry, the quasiparticle amplitudes may be written as\(^6\)

\[
\begin{pmatrix}
u_n(r) \\
u_n(r)
\end{pmatrix} = e^{i\mu z} e^{i\mu \theta} e^{-i\sigma_z \theta/2} \begin{pmatrix} g^+_n(r) \\
^+_n(r)
\end{pmatrix}.
\tag{5.22}
\]

(The \( \sigma \)'s are the usual Pauli matrices.) The Bogoliubov equations then take the form

\[
\sigma_z \frac{\hbar^2}{2m} \left\{ -\frac{d^2}{dr^2} - \frac{1}{r} \frac{d}{dr} + \left[ \mu - \sigma_z \left( \frac{1}{2} + \frac{\varepsilon_\rho}{\hbar} \right) \right]^2 \frac{1}{r^2} - k^2_\rho \right\} \hat{g}_n(r) + \sigma_x \Delta(r) \hat{g}_n(r) = \epsilon_n \hat{g}_n(r),
\tag{5.23}
\]

where \( \hat{g}_n \) is a two component spinor. We have assumed different effective masses \( m_\parallel \) in the plane and \( m_z \) along the \( z \) direction, and defined a radial wavenumber \( k_\rho \) by

\[
\frac{\hbar^2 k^2_\rho}{2m_\parallel} = E_F - \frac{\hbar^2 k^2_z}{2m_z}.
\tag{5.24}
\]

Since NbSe\(_2\) is an extreme type II superconductor, the vector potential in Eq. (5.23) may be ignored in subsequent calculations. In terms of these \( \hat{g}_n \) spinors, the pair potential \( \Delta(r) \) is to be determined self consistently from

\[
\Delta(r) = U_0 \sum_n g^+_n(r) g^-_n(r) [1 - 2f(\epsilon_n)].
\tag{5.25}
\]

and the local density of states is

\[
N(\omega, r) = \sum_n [||g^+_n(r)||^2 \delta(\omega - \epsilon_n) + ||g^-_n(r)||^2 \delta(\omega + \epsilon_n)].
\tag{5.26}
\]

In these last two equations the summation includes an integration over the scattering states.

The numerical procedure that Joel Shore used determines the eigenvalues by a "shooting" method. We first factor out the asymptotic oscillatory behavior of the
wavefunctions \( \hat{g}_n(r) \), and then solve the resulting differential equation for a fixed \( \mu \) and \( k_z \) by integrating far from the vortex axis to the axis. The requirement that the wavefunctions be well-behaved at the axis determines the eigenvalues and corresponding eigenfunctions. For the pair potential, we choose the form

\[
\Delta(r) = \Delta_0 \tanh(d \, r/\xi_||).
\] (5.27)

We initially guess a value for \( d \), and after the wavefunctions are determined we can then solve for \( \Delta(r) \) from Eq. (5.25) in order to obtain a better estimate of \( d \), if we assume that the shape of \( \Delta(r) \) is accurately determined by only the bound states. This allows us to obtain an approximately self-consistent solution.

We want to point out here that although we did not perform a fully self-consistent calculation that would require the inclusion of the scattering states (with \( \epsilon > \Delta_0 \)), as mentioned by Gygi and Schluter\textsuperscript{17}, we believe the physical results we obtained here are correct for the following reason. The local density of states for energies less than \( \Delta_0 \) can be correctly calculated without considering the scattering states once we are given a value of \( d \). Full self-consistency means that we have to include all the bound states and the scattering states to self-consistently determine \( d \). But our calculated local density of states turns out to be remarkably insensitive to the value of \( d \). For example, even changing \( d \) by a factor 5 or 10 does not change the results much (and certainly does not change the qualitative behavior). So whether or not we have included the scattering states for a full self-consistent calculation does not matter much.

The numerical results are shown in Figs. 5.3–5.5. We have assumed an isotropic three-dimensional material \( (m_\parallel = m_z) \) and chosen parameters appropriate to NbSe\(_2\).\textsuperscript{18} The results for the local density of states are also remarkably insensitive to the values of these parameters. The eigenvalues for small \( \mu \) and \( k_z \)
agree to better than 1% with the results of Caroli et al. (See their Eq. (10), valid in the limit $\mu \ll E_F/\Delta_0$ and small $k_z$.) Figure 5.4 shows the local density of states at $r = 0$ and $r = \xi_{||}$, while Figure 5.5 shows the thermally broadened local density of states (which is proportional to the experimentally measured differential conductance $dI/dV$) at a temperature of 1.9 K. The thermal broadening is due to the finite temperature of the STM tip and the NbSe$_2$ sample, and is determined by convoluting the results in Figure 5.4 with the absolute value of the derivative of the fermi function as in equation (5.3). Note that at $r = \xi_{||}$, the local density of states displays considerable structure, but that this structure is smeared into one large peak once we account for the broadening. We do find that at somewhat lower temperatures or further from the vortex center, a double peak (with a dip in the differential conductance at zero-bias) persists after thermal broadening (although at large distances it will be washed out by the thermal broadening of the scattering states into the gap region). This prediction was later verified by a new experiment by Hess et al., and we have displayed their experimental measurement in Figure 5.6.

Our results for the differential conductance are in satisfactory agreement with the experimental results of Hess et al., although the peaks we obtain are about 2.5 times higher and somewhat narrower than theirs. We believe this discrepancy has two sources: (1) Intrinsic effects, e.g., pair-breaking and dirt effects in the sample. (Hess et al. do find some sample dependence in the height of the peaks.) Rough calculations by Klein and Joel Shore show that a little dirt goes a long way in broadening the local density of states. So even though NbSe$_2$ is in the clean limit, dirt could probably account for most of the broadening. (2) Probe resolution, e.g., the spatial resolution of the tip, and uncertainty in the tip temperature due to lack of tip equilibration with the bath. We could imagine accounting for broadening
Figure 5.3 Quasiparticle amplitude $|u(r)|^2$ vs. the distance $r$ from the vortex center for two different values of angular momentum $\mu$, demonstrating that the first peak in the amplitude occurs further away from the center for larger $\mu$ (and hence larger energy). The parameters used here are $k_z = 0$, $E_F/\Delta_0 = 250$ and $d = 1.0$ (see Eq. (6)).

due to probe resolution by using an effective tip temperature of 3.5 K, which is obtained by fitting the energy width of the experimental peak at $r = 0$. Using this effective temperature would reduce the peaks in Figure 5.5 by about 40%.

Muzikar\textsuperscript{22} pointed out that the assumption of the $\delta$-function local attraction between electrons in the Bogoliubov equation formalism may also make the theoretical density of states peak sharper than it would be in a calculation that includes the Debye energy cutoff for electron-electron interactions. But a simple estimate
can show that this assumption should not matter too much in the weak coupling limit. The BCS form of the phonon-mediated electron-electron attraction has the form of (with the Fermi energy set at zero)

\[ V_{k,k'} = \begin{cases} -U_0, & \text{for } \epsilon_k, \epsilon_{k'} < \omega_D; \\ 0, & \text{otherwise.} \end{cases} \]  

(5.28)

The width of the momentum space cutoff roughly introduces a real space finite range \( R \) of the electron-electron interactions:

\[ R \sim \frac{1}{\Delta k} \sim \frac{\hbar v_F}{\hbar \omega_D} \sim \frac{\Delta_0}{\hbar \omega_D} \xi_0 \ll \xi_0. \]  

(5.29)
Figure 5.5  The same data shown in figure 3 after convolution with
the derivative of the fermi function for a temperature of 1.9 K, in order
to simulate the differential conductance that would be observed in the
experiment. Note that in this and the previous figure, $\xi_\parallel$ has been
set so that the spatial width of the peak at zero bias approximately
matches that seen in the experiment.

Since the interaction range is much less than the superconductor correlation length
in the weak coupling limit, it is safe to assume a $\delta$-function local electron-electron
interaction in the Bogoliubov equation formalism.

Furthermore, we can make a stronger statement about this assumption con-
cerning the local density of states at the center of the vortex. Even with a non-local
electron-electron interaction, we can still apply the generalized Hartree-Fock ap-
proximation to the problem and then diagonalize the new effective Hamiltonian
Figure 5.6 Data of Hess et al. from Ref. 12. Explicit $dI/dV$ curves from the STM measurement on a NbSe$_2$ sample. The normalized value of 1 corresponds to a metallic tunneling conductance of $5 \times 10^{-9}$. The 563 Å curve has been shifted up by 0.75 and successive ones are each shifted by 0.25 normalized units of conductance. The bottom trace shows the spectra at zero magnetic field. The data clearly show that double peak structures were observed at locations away from the center of the vortex.
using the unitary transformation (5.9). It can be shown and understood easily that the quasiparticle wavefunctions $u_n(r)$ and $v_n(r)$ can still be labelled as angular momentum eigenstates and they are all zero at the center of the vortex except for the one with the lowest energy. Therefore, with a finite-range interaction between electrons, the local density of states at the center of the vortex will still be sharply peaked just as in the case with local electron interactions.

In conclusion, we have discussed the discrepancy between previous theoretical calculations of the vortex core local density of states and a recent STM measurement by Hess et al. on a superconducting NbSe$_2$ sample. We have shown that the Bogoliubov equation formalism can be used to study this problem. We derived the local density of states in terms of the solutions to the Bogoliubov equations. We also solved the Bogoliubov equations numerically for the quasiparticle bound state energies and wavefunctions in the core of a vortex, and have found that the local density of states from our calculation can satisfactorily explain the zero bias tunneling peak seen by Hess et al.. We find additional structure in the local density of states, and on the basis of this, we predict that if the tunneling experiment is performed at lower temperatures, the zero-bias peak will split into a double peak (with a dip at zero bias) as the STM tip is moved away from the vortex center. This prediction was indeed verified by new experiment performed at lower temperatures\textsuperscript{12}. Through the above discussions and calculations, we conclude that the recent STM experimental observation by Hess et al. of the local density of states of a vortex core is in agreement with the BCS superconductivity theory.
Appendix 5A

Tunneling Currents and Density of States

In a scanning-tunneling-microscope (STM) measurement, the electron tunneling occurs at the STM tip. So we expect the tunneling current to be related to the local density of states at the neighborhood of the tip position. We first define \( N^>(\omega, r) \) as the density of states at energy \( \omega \) reached by adding an electron to the system at \( r \), and \( N^<_/(\omega, r) \) as the density of states at energy \( (-\omega) \) reached by removing an electron from the system at \( r \). Then on intuitive grounds, when the left side of the tunnel junction is biased at a potential \( V \) greater than the right side \( (e \equiv 1) \), we can write the tunneling currents from left to right as (see reference 1 for detailed discussion of assumptions involved here),

\[
I_{L\rightarrow R} = A \int_{-\infty}^{\infty} d\omega |T|^2 \left[ N^<_L(\omega - V)N^>_R(\omega) - N^>_L(\omega - V)N^<_R(\omega) \right], \tag{5A1}
\]

where \( A \) is a constant of proportionality, \( V \) is the applied voltage, and \( T \) is the tunneling matrix element which we will assume to be constant for small energy variations. By definition, the density of states \( N^>(\omega, r) \) and \( N^<_/(\omega, r) \) can be written as

\[
\begin{aligned}
N^>_\alpha(\omega, r) &= \sum_{n,m} \rho_m \left| \langle n | \psi^\dagger_\alpha(r) | m \rangle \right|^2 \delta(E_n - E_m - \omega); \\
N^<_\alpha(\omega, r) &= \sum_{n,m} \rho_m \left| \langle n | \psi_\alpha(r) | m \rangle \right|^2 \delta(E_n - E_m + \omega),
\end{aligned} \tag{5A2}
\]

where \( \alpha \) represents electron spin and \( \rho_m \) is the statistical weight of state \( m \) defined in equation (5.2). The density of states \( N^>_\alpha(\omega, r) \) and \( N^<_\alpha(\omega, r) \) are very simply related. By exchanging the summation index \( n \) and \( m \) in the expression of \( N^<_\alpha(\omega, r) \), we have

\[
N^<_\alpha(\omega, r) = \sum_{n,m} \rho_n \left| \langle m | \psi_\alpha(r) | n \rangle \right|^2 \delta(E_m - E_n - \omega)
\]
\[
\begin{align*}
= & \sum_{n,m} e^{-\beta \omega} \rho_m \left| \langle n | \psi_\alpha^\dagger (r) | m \rangle \right|^2 \delta(E_n - E_m - \omega) \\
= & e^{-\beta \omega} N_\alpha^>(\omega, r). \tag{5A3}
\end{align*}
\]

We now define the usual density of states as
\[
N_\alpha(\omega, r) = N_\alpha^>(\omega, r) + N_\alpha^< (\omega, r)
= (1 + e^{-\beta \omega}) N_\alpha^>(\omega, r)
= (1 + e^{-\beta \omega}) \sum_{n,m} \rho_m \left| \langle n | \psi_\alpha^\dagger (r) | m \rangle \right|^2 \delta(E_n - E_m - \omega), \tag{5A4}
\]
and we then have
\[
\begin{align*}
N_\alpha^>(\omega, r) &= N_\alpha(\omega, r)[1 - f(\omega)] \; ; \\
N_\alpha^< (\omega, r) &= N_\alpha(\omega, r) f(\omega). \tag{5A5}
\end{align*}
\]

For a normal-superconductor STM tunnel junction with a voltage \( V \) applied, the STM tunneling current is
\[
I \approx A|T|^2 \int_{-\infty}^{\infty} d\omega N_n(\omega - V)N_s(\omega)[f(\omega - V) - f(\omega)], \tag{5A6}
\]
where \( N_n \) and \( N_s \) denote normal and superconductor density of states, respectively. Assuming that the normal STM tip density of states remains roughly constant for energy variation of size \( \Delta_0 \), the differential conductance is then
\[
\frac{dI}{dV} \approx A|T|^2 N_n \int_{-\infty}^{\infty} d\omega N_s(\omega + V) \left[ -\frac{\partial f(\omega)}{\partial \omega} \right]. \tag{5A7}
\]
The derivative \( -\frac{\partial f(\omega)}{\partial \omega} \) is a sharply peaked function with width \( k_B T \) and total integral 1. For \( k_B T \ll V \), we can treat \( -\frac{\partial f}{\partial \omega} \) as a \( \delta \)-function, and we have
\[
\frac{dI}{dV} \approx A|T|^2 N_n \cdot N_s(V). \tag{5A8}
\]

This equation is good only with an energy resolution \( k_B T \). For temperatures comparable to energy \( V \), one should always use the thermally smeared density of states in equation (5A7) to calculate the differential conductance.
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Chapter 6

Dynamics of the normal to vortex-glass transition: mean field theory

6.1 Introduction

In 1957, Abrikosov\(^1\) showed that a type II superconductor allows partial penetration of magnetic flux in the form of vortices when the external magnetic field is between \(H_c1\) and \(H_c2\). In this mixed state, the vortices form a triangular lattice. Later studies showed that the mixed state is not a superconducting state and dissipation of energy occurs when there is an electric current. Two models\(^2\) were introduced to study the transport properties of the mixed state. The flux flow model assumes that the dissipation in a homogeneous type II superconductor is caused by the electric currents flowing through the normal vortex cores drifting under the influence of the Lorentz force. The flux creep model by Anderson and Kim\(^3\) assumes that in an inhomogeneous type II superconductor bundles of vortices can jump between pinning points due to thermal fluctuation and the net flow of vortices transverse to the applied current causes the dissipation of energy. These early transport theories of the mixed state agreed reasonably well with experimental studies on conventional superconductors. But the recently discovered high temperature superconductors have several unusual mixed state properties. These include (1) the existence of an "irreversibility" line in the \(H-T\) phase diagram,\(^4\,5\) which has the form \(T_{\text{irr}} \sim T_0 - H^{2/3}\), reminiscent of spin glass behavior; and (2) an anomalous magnetic field induced broadening of the resistive transition,\(^6\,7\,8\) which appears to scale as \(H^{2/3}\). These new experimental observations demand an explanation based on a thorough study of the dynamics of the mixed state.
Understanding the dynamic properties of the mixed state in type-II superconductors is theoretically challenging due to the competition between collective intervortex interactions, which favor a triangular lattice structure, and vortex pinnings by dirts, which favor a pinned disordered vortex structure. As first discussed by Larkin and Ovchinnikov, pinning destroys the translational long range order of the Abrikosov flux lattice. Recently, Matthew P. A. Fisher argued that pinning and collective effects conspire to produce a vortex glass phase at sufficiently low temperatures. In this phase the vortices are frozen into an equilibrium configuration characterized by a type of "spin glass" order, rather than the translational long range order of the flux lattice. As a result, the linear resistance \( R_L \equiv \lim_{I \to 0} V/I \) is identically zero in this phase, in contradistinction to the Anderson-Kim model of flux creep, which only considers the effects of pinning and predicts that \( R_L \neq 0 \) throughout the entire mixed state. Following this, Fisher, Fisher, and Huse developed a scaling theory for the normal to vortex glass phase transition. Tentative experimental evidence for the vortex glass phase in the high temperature superconductor YBCO has been given by Koch et al. and Gammel et al., who have used the proposed scaling theory of the conductivity to interpret the nonlinear I-V characteristics in terms of the vortex glass model. Theoretical evidence for the transition consists of the existence of a vortex glass phase in a two dimensional toy model of a vortex glass, and numerical simulations on a simplified three dimensional model of a vortex glass. What remains to be done is a full calculation of the phase boundary, scaling functions, and the critical exponents, which we attempt to study in the following. The work was done in collaboration with Alan T. Dorsey and Matthew P. A. Fisher.

In this chapter we consider a mean field theory for the dynamics of the normal to superconducting vortex glass transition. This allows us to calculate the mean
field phase boundary for a realistic model of a vortex glass in three dimensions. In addition, we determine the mean field static and dynamic critical exponents for the transition by calculating the vortex glass order parameter susceptibility. We will also compare the magnetic field induced transition broadening calculated in our mean field theory with that observed in the experiments. Our work draws heavily on studies of the critical dynamics of spin glasses.\cite{17,18}

6.2 The Model

Following Fisher\cite{10}, we use for our model the Ginzburg-Landau free energy functional for a superconductor in an external magnetic field $H = \nabla \times A$

$$\mathcal{H} = \int dr \left\{ \frac{1}{2m} |(\nabla - \imath e^* A) \psi|^2 + |a + a_1(r)||\psi|^2 + \frac{b}{2}|\psi|^4 - h^* \psi - h \psi^* \right\} \quad (6.1)$$

where $m$ is the mass of a Cooper pair (assumed to be isotropic), $e^*$ is the electric charge of a Cooper pair, $\hbar = c = 1$, $h$ and $h^*$ are conjugate fields which are introduced to generate response and correlation functions, and where the terms for the magnetic field energy have been dropped. For simplicity, we ignore fluctuations in the electromagnetic field. The quenched disorder has been incorporated by defining a random $T_c$ ($a = a_0(T - T_0)$), which is assumed to have Gaussian white noise correlations, so that

$$\begin{cases} a_1(r) = 0 \\
\overline{a_1(r)q_1(r')} = 4\Delta \delta(r - r') \end{cases} \quad (6.2)$$

where the overbar denotes an ensemble average over disorder (as throughout the rest of the chapter). This spatial variation in $T_c$ simulates vortex pinning since regions of the sample which have a locally lower $T_c$, and consequently a higher free energy, will tend to attract the normal cores of the vortices. As argued by
M. P. A. Fisher,\textsuperscript{10} at low enough temperatures, the superconductor in an external magnetic field should be in a vortex glass phase with a nonzero Edwards-Anderson order parameter\textsuperscript{11} as

\[ g_{VG} = |\langle \psi(r) \rangle|^2, \tag{6.3} \]

where the angular brackets denote a thermal noise average (as throughout the remainder of the chapter).

We are interested in the dynamic properties of the vortex glass phase in order to understand the transport properties of the mixed state. For the dynamics of the disordered Ginzburg-Landau model, we assume relaxational dynamics for the nonconserved order parameter (model A),\textsuperscript{19}

\[ \Gamma_0^{-1} \partial_t \psi(r, t) = -\frac{\delta H}{\delta \psi^*(r, t)} + \zeta(r, t), \tag{6.4} \]

where the thermal noise \( \zeta(r, t) \) is assumed to be a Gaussian white noise:

\[ \langle \zeta^*(r, t) \zeta(r', t') \rangle = \frac{2k_B T}{\Gamma_0} \delta(r - r') \delta(t - t'). \tag{6.5} \]

Equations (6.1) and (6.4) combine to define our model.
6.3 The mean field theory

As Sompolinsky and Zippelius\textsuperscript{17} did with the spin glass dynamics, we use the Martin-Siggia-Rose formalism\textsuperscript{20} of writing dynamics models into functional integrals to formulate our mean field theory. The resulting generating function is

\[ Z[l, l^*, h, h^*] = \int \mathcal{D}\hat{\psi}\mathcal{D}\hat{\psi}^* \mathcal{D}\psi \mathcal{D}\psi^* J[\psi, \psi^*] e^\mathcal{L} , \quad (6.6) \]

where

\[ \mathcal{L} = \mathcal{L}_0 + \mathcal{L}_R + \mathcal{L}_I , \quad (6.7) \]

with

\[ \mathcal{L}_0 = \int dt dr \left\{ (l^* \psi^* + l^* \psi + h \hat{\psi}^* - h^* \hat{\psi} - \Gamma_0^{-1} |\hat{\psi}|^2 
- \hat{\psi}^* \Gamma_0^{-1} \partial_t - \frac{1}{2m} (\nabla - ieA)^2 + a |\psi| 
+ \hat{\psi} \Gamma_0^{-1} \partial_t - \frac{1}{2m} (\nabla + ieA)^2 + a |\psi^*| \right\} , \quad (6.8) \]

\[ \mathcal{L}_R = \int d\mathbf{r} a_1(x) \left\{ \int dt |\hat{\psi} \psi^* - \hat{\psi}^* \psi| \right\} , \quad (6.9) \]

\[ \mathcal{L}_I = \int dt dr \delta \left\{ \hat{\psi} \psi^* |\psi|^2 - \hat{\psi}^* \psi |\psi|^2 \right\} , \quad (6.10) \]

\[ J[\psi, \psi^*] = \exp \left\{ \Gamma_0 \int dt dr \frac{\delta^2 Y}{\delta \psi \delta \psi^*} \right\} , \quad (6.11) \]

where \( \hat{\psi} \) and \( \hat{\psi}^* \) were introduced to obtain a quadratic \( \mathcal{L}_0 \). The normalization condition is

\[ Z[0, 0, 0, 0] = 1 , \quad (6.12) \]

and the thermal average of a general function of the \( \psi \) field and its derivatives can be calculated from the generating function as

\[ \left\langle f(\psi, \psi^*, \frac{\partial}{\partial h^*}, \frac{\partial}{\partial h}) \right\rangle = \left\langle f(\psi, \psi^*, -\hat{\psi}, \hat{\psi}^*) \right\rangle 
= f \left( \frac{\partial}{\partial l^*}, \frac{\partial}{\partial l^*}, \frac{\partial}{\partial h^*}, \frac{\partial}{\partial h} \right) Z[l, l^*, h, h^*] \bigg|_{l=l^*=h=h^*=0} . \quad (6.13) \]
It is useful to introduce the response function and the correlation function for the \( \psi \) field:

\[
R(r, t; r', t') = \frac{\delta \langle \psi(r, t) \rangle}{\delta h(r', t')} = \left\langle \psi(r, t) \hat{\psi}^*(r', t') \right\rangle ;
\]

\[
C(r, t; r', t') = \left\langle \psi(r, t) \psi^*(r', t') \right\rangle .
\]  

(6.14)

These are the response and correlation functions for a particular realization of the disorder; the disorder averaged response and correlation functions will be denoted by \( \bar{R} \) and \( \bar{C} \).

It is very difficult to calculate the generating function \( Z \) with the Lagrangian terms (6.7) – (6.10). Here we will make the following mean field approximations. We average over the disorder term \( \mathcal{L}_R \) and obtain the following quartic terms

\[
\bar{\mathcal{L}}_R \approx \frac{\Delta}{8} \int dr \int dt_1 dt_2 \left[ \hat{\psi}(1) \hat{\psi}^*(2) \hat{\psi}(2) \psi^*(1) + \hat{\psi}^*(1) \psi(2) \hat{\psi}^*(2) \psi(1) \right.

\[
- 2 \hat{\psi}^*(1) \hat{\psi}(2) \psi^*(2) \psi(1) \right] ,
\]

(6.16)

where 1 and 2 denote \((r_1, t_1)\) and \((r_2, t_2)\) respectively. We then apply the mean field Hartree approximation to the new \( \bar{\mathcal{L}}_R \) term and the quartic interaction term \( \mathcal{L}_I \). We have

\[
\bar{\mathcal{L}}_R \approx \frac{\Delta}{4} \int dr dt_1 dt_2 \left[ \bar{R}(2, 1) \hat{\psi}^*(2) \psi(1) - \bar{R}^*(2, 1) \hat{\psi}(2) \psi^*(1) - \bar{C}(1, 2) \hat{\psi}^*(1) \hat{\psi}(2) \right] ,
\]

(6.17)

and

\[
\mathcal{L}_I \approx \int dr dt b \left[ \bar{C}(rt, rt) \hat{\psi}(rt) \psi^*(rt) - \bar{C}(rt, rt) \hat{\psi}^*(rt) \psi(rt) \right] .
\]

(6.18)

Putting these two equations back into the generating function, and reverse the procedure of the Martin-Siggia-Rose formalism, we obtain the new effective mean field equation of motion for the field \( \psi(rt) \)

\[
\Gamma_0^{-1} \partial_t \psi(rt) - \frac{1}{2m} (\nabla - ieA)^2 \psi(rt) + \left[ a + b\bar{C}(rt, rt) \right] \psi(rt)

\]

\[
- \Delta \int dt' \bar{R}(rt, rt') \psi(rt') = \eta(rt) + h(rt) ,
\]

(6.19)
where the new effective noise $\eta(rt)$ is no longer a white noise. Instead, the disorder in the system makes it a noise with time memory:

$$
\langle \eta(rt)\eta^*(r't') \rangle = \frac{2k_BT}{\Gamma_0}\delta(r - r')\delta(t - t') + \frac{\Delta}{4}\tilde{C}(rt, rt')\delta(r - r') .
$$

(6.20)

Notice that the effective equation of motion is linear, we can therefore write

$$
\psi(rt) = \int dr'dt' \tilde{R}(rt, r't')[\eta(r't') + h(r't')] ,
$$

(6.21)

and we can establish a relation between the disorder averaged correlation function $\tilde{C}(rt, r't')$ and the response function $\tilde{R}(rt, r't')$ as follows,

$$
\tilde{C}(rt, r't') = \frac{2k_BT}{\Gamma_0} \int dr_1 dt_1 \tilde{R}(rt, rt_1)\tilde{R}^*(r't', rt_1)
+ \frac{\Delta}{4} \int dr_1 dt_1 dt_2 \tilde{R}(rt, rt_1)\tilde{R}^*(r't', rt_2)\tilde{C}(rt_1, rt_2)
+ \int dr_1 dt_1 dr_2 dt_2 \tilde{R}(rt, rt_1)\tilde{R}^*(r't', r_2t_2) \langle h(rt_1)h^*(r_2t_2) \rangle .
$$

(6.22)

We can now calculate the vortex glass order parameter susceptibility $\chi_{VG}$. Following the dynamics approach of the spin glass theory by Sompolinsky and Zippelius, we can write the Edwards-Anderson order parameter of the vortex glass phase as the time persistent part of the correlation function $\tilde{C}$:

$$
\chi_{VG} = \left\langle \psi(rt) \right\rangle \left\langle \psi^*(rt') \right\rangle
= \lim_{|t - t'| \to -\infty} \left\langle \psi(rt)\psi^*(rt') \right\rangle
= \lim_{|t - t'| \to -\infty} \tilde{C}(rt, rt') .
$$

(6.23)

As in the case of a spin glass\textsuperscript{11}, we can also define the vortex glass susceptibility as the response of the vortex glass order parameter with respect to a small random staggered time persistent source field $h(rt)$ which satisfies

$$
\left[ h(r_1, t_1)h^*(r_2t_2) \right]_s = h^2\delta(r_1 - r_2) ,
$$

(6.24)
where the square brackets with subscript s denote the average over the random source field. We can then calculate the vortex glass susceptibility using equation (6.22), and we get

$$\chi_{VG} = \frac{q_{VG}}{\hbar^2} = \frac{I}{1 - \frac{\Delta}{4} I}, \quad (6.25)$$

where

$$I \equiv \int d(r - r_1)|\bar{R}(r, r_1; \omega = 0)|^2. \quad (6.26)$$

We can generalize this vortex glass susceptibility derivation for \(\omega \neq 0\) and \(k \neq 0\) by assuming a small random source term with a space and time dependent average as

$$\left[h(r_1, t_1)h^*(r_2, t_2)\right]_s = \hbar^2 e^{ik \cdot r_1} e^{-i\omega(t_1 - t_2)} \delta(r_1 - r_2). \quad (6.27)$$

When the time period of the variation of the source term is much larger than the relaxation time \(\tau\) of the vortex glass system, we can define the vortex glass order parameter as

$$q_{VG} = \lim_{\tau \ll |t - t'| \ll 1/\omega} \bar{C}(rt, rt'), \quad (6.28)$$

and we obtain

$$\chi_{VG}(k, \omega) = \frac{I(k, \omega)}{1 - \frac{\Delta}{4} I(k, \omega)}, \quad (6.29)$$

where

$$I(k, \omega) = \int d(r - r_1)e^{-ik \cdot (r - r_1)}|\bar{R}(r, r_1; \omega)|^2. \quad (6.30)$$

The normal to the vortex glass phase transition boundary is then determined by

$$1 - \frac{\Delta}{4} I(k = 0, \omega = 0; T_g) = 0, \quad (6.31)$$

where \(T_g\) is the vortex glass transition temperature. In the following, we will first calculate the shape of the phase boundary \(T_g(H)\). We will then calculate all the critical exponents of the normal to vortex glass transition within the mean field theory and express the vortex glass susceptibility in a scaling form.
6.4 The Phase Boundary

The normal to vortex glass transition boundary $T_g(H)$ can be calculated from equation (6.31). To do so, we need to go back to the effective equation of motion (6.19) to calculate the response function. Using the definition of the response function (6.14) and doing Fourier transform of equation (6.19), we obtain the self-consistent equations for the response function $R$:

\[
\left[ -i \Gamma_0^{-1} \omega - \frac{1}{2m} (\nabla - i e A)^2 + \tilde{a} \right] \tilde{R}(r, r'; \omega) = \delta (r - r') ;
\]

\[
\tilde{a} = a + bk_B T \tilde{R}(r, r; \omega = 0) + bk_B T q_{VG}(r) \sim \frac{\Delta}{4} \tilde{R}(r, r; \omega) , \tag{6.33}
\]

where $\tilde{a}$ is the renormalized value of $a$. In arriving at the above equations, we have rewritten $\tilde{C}(rt, rt)$ as follows. We first define the physical correlation function with $q_{VG} \neq 0$ as

\[
\tilde{C}(rt, rt') = \frac{1}{\Delta} \left( \langle \psi(rt) \psi^*(rt') \rangle - \langle \psi(rt) \rangle \langle \psi^*(rt') \rangle \right) ,
\]

\[
\tilde{C}(rt, rt) = \tilde{C}(rt, rt) + q_{VG}(r) .
\]

from which we have

\[
\tilde{C}(rt, rt) = k_B T \tilde{R}(rt, rt) + k_B T q_{VG}(r) .
\]

Using the fluctuation-dissipation theorem, we have

\[
\tilde{C}(rt, rt) = k_B T \tilde{R}(rt, rt) + k_B T q_{VG}(r) .
\]

We now derive an identity that is useful in determining $I(k = 0, \omega = 0)$. Taking the derivative with respect to $\tilde{a}$ in equation (6.32), one can easily show

\[
I(k = 0, \omega = 0) = \int dr_1 |\tilde{R}(r, r_1; \omega = 0)|^2 = - \frac{\partial \tilde{R}(r, r; \omega = 0)}{\partial \tilde{a}} .
\]

We can explicitly express $\tilde{R}(r, r; \omega = 0)$ in terms of $\tilde{a}$ by solving equation (6.32). We obtain

\[
\tilde{R}(r, r; \omega = 0) = \frac{m^3/2 \omega_0}{2 \sqrt{2 \pi}} \sum_{n=0}^N \left[ \frac{1}{2} \omega_0 + \tilde{a} \right]^{-1/2} ,
\]
where $\omega_0 = eH/m$ and $N$ is a cutoff. The phase boundary can then be determined by solving the following two equations simultaneously to determine $T_g(H)$:

$$\sum_{n=0}^{N} \left[ n + \frac{1}{2} + \frac{\tilde{a}_g}{\omega_0}\right]^{-3/2} = 16\sqrt{2}\pi \delta;$$  \hspace{1cm} (6.39)

$$\tilde{a} = a_g + (\delta k_B T - \frac{\Delta}{4}) \frac{m^{3/2}_c \omega_0^{1/2}}{2\sqrt{2}\pi} \sum_{n=0}^{N} \left[ n + \frac{1}{2} + \frac{\tilde{a}_g}{\omega_0}\right]^{-1/2},$$  \hspace{1cm} (6.40)

where $a_g = \alpha(T_g - T_0)$, $\tilde{a}_g$ is $\tilde{a}$ evaluated at the vortex glass transition temperature $T_g(H)$, and $\delta$ is a dimensionless parameter defined as

$$\delta \equiv \sqrt{\frac{\omega_0}{\Delta^2 m^3}}.$$  \hspace{1cm} (6.41)

These two equations are rather difficult in general, however in the limit of high magnetic fields, i.e., $\delta \gg 1$, we need to keep only the lowest Landau level ($n = 0$). In this limit, we obtain,

$$a_g + \frac{1}{2} \omega_0 \approx - \left(\frac{\delta k_B T}{\Delta} - \frac{3}{8}\right) \left(\frac{m^{3/2}_c \Delta \omega_0}{\pi}\right)^{2/3}.$$  \hspace{1cm} (6.42)

The mean field $T_{c2}(H)$ for the transition from the normal state to the Abrikosov flux lattice state is given by $a_{c2} + \omega_0/2 = 0$, so that the difference is

$$a_g - a_{c2} = \alpha[T_g(H) - T_{c2}(H)]$$

$$= - \left(\frac{\delta k_B T}{\Delta} - \frac{3}{8}\right) \left(\frac{m^{3/2}_c \Delta \omega_0}{\pi}\right)^{2/3}$$

$$\propto -H^{2/3}.$$  \hspace{1cm} (6.43)

Thus, in the limit of high magnetic fields, the difference between the mean field vortex glass phase boundary and the mean field Abrikosov phase boundary scales as $H^{2/3}$. This field dependence is reminiscent of the "irreversibility line" in YBCO which has been discussed by several authors.\textsuperscript{4,5} Although our calculated phase boundary $T_g(H) - T_{c2}(H) \sim -H^{2/3}$ is different from the experimental phase
boundary $T_{irr} - T_0 \sim -H^{2/3}$, our calculation may still be able to explain the shape of the experimental irreversibility line if the Abrikosov phase transition temperature $T_{c2}(H)$ does not change too much within the experimental range of variation of the field $H$.

6.5 The Mean Field Critical Exponents

We now turn to the critical dynamics in the mean field theory. Since we are primarily interested in the long wavelength, low frequency response near the transition, we can expand the vortex glass susceptibility (6.29) for small $k, \omega$, and $\theta \equiv (T - T_g)/T_g$. The expansion can be done by solving equations (6.32) and (6.33) self-consistently. We began by writing the response function as

$$\tilde{\chi}(r, r'; \omega, \theta) = \tilde{\chi}(r, r'; 0, 0) + \epsilon(r, r'; \omega, \theta).$$  \hspace{1cm} (6.44)

Putting this back into equations (6.32) and (6.33), expanding $\epsilon(r, r'; \omega, \theta)$ in the lowest non-trivial order of $\omega, k$, and $\theta$, we obtain

$$\epsilon(r, r'; \omega, \theta) \approx \left(\frac{4}{\Delta}\right)^{3/2} (\tilde{u} \omega^2 - i \frac{\omega}{T_0 A(H)})^{1/2} \frac{\int dr_1 \tilde{R}(r, r_1; 0, 0) \tilde{R}(r, r_1; 0, 0)}{\int dr_1 |\tilde{R}(r, r_1; 0, 0)|^2},$$  \hspace{1cm} (6.45)

where $\tilde{u}$ is a constant defined as

$$\tilde{u} = \frac{\alpha^2 T_g^2 \Delta^3}{64 b^2},$$  \hspace{1cm} (6.46)

and $A(H)$ is defined as

$$A(H) = \int dr_1 dr_2 \tilde{R}(r, r_1; 0, 0) \tilde{R}(r_1, r_2; 0, 0) \tilde{R}(r_2, r; 0, 0)$$

$$= \frac{3}{16 \sqrt{2} \pi} m^{3/2} \omega_0^{-3/2} \sum_{n=0}^N \left( n + \frac{1}{2} \right) \left( \frac{\tilde{a}_g}{\omega_0} \right)^{-5/2}.$$  \hspace{1cm} (6.47)
Inserting the response function expansion into the vortex glass susceptibility equation (6.29), we finally obtain the scaling function of the vortex glass susceptibility:

\[
\chi_{VG}(k, \omega) = \left( \frac{4\sqrt{2}}{\Delta^{3/2}a^{1/2}} \right) \frac{1}{A(H)} \frac{1}{\left[ 1 + \frac{\omega^2}{\Gamma_0^2 a^2 A(H)^2 \theta^4} \right]^{1/2} + \sqrt{\frac{\Delta}{32\pi}} \frac{a_{||}(k_x^2 + k_y^2) + a_{\perp} k_z^2}{A(H)}},
\]

(6.48)

where we have assumed that the external magnetic field is in the z-direction, \( a_{||} \) and \( a_{\perp} \) are lengths defined as

\[
a_{||}^2 = \int d\mathbf{r}_1 (x - x_1)^2 |\tilde{R}(\mathbf{r}, \mathbf{r}_1, 0, 0)|^2 = \int d\mathbf{r}_1 (y - y_1)^2 |\tilde{R}(\mathbf{r}, \mathbf{r}_1, 0, 0)|^2,
\]

(6.49)

and

\[
a_{\perp}^2 = \int d\mathbf{r}_1 (z - z_1)^2 |\tilde{R}(\mathbf{r}, \mathbf{r}_1, 0, 0)|^2.
\]

(6.50)

We see that the vortex glass susceptibility satisfies the following scaling form:

\[
\chi_{VG} \propto \theta^{-\gamma} X(k\xi, \omega \xi^2),
\]

(6.51)

with

\[
\xi \propto \theta^{-\nu}.
\]

(6.52)

Comparing this scaling form with equation (6.48), we obtain the following mean field critical exponents:

\[
\begin{align*}
\nu &= \frac{1}{2}; \\
\gamma &= 1; \\
z &= 4.
\end{align*}
\]

(6.53)

For the critical exponent \( \beta \), we need to study the temperature region \( T^{-}_g \). Let the random source term \( h_2^2 = 0 \) in equation (6.22), taking the limit of \( |t - t'| \to \infty \), we obtain

\[
q_{VG}[1 - \frac{\Delta}{4} I(k, \omega)] = 0.
\]

(6.54)
Since \( q_{VG} \neq 0 \) below the transition temperature \( T_g \), we again have

\[
1 - \frac{\Delta}{4} I(k, \omega) = 0 .
\]  
(6.55)

But here we have to solve equation (6.32) self-consistently while keeping the \( q_{VG} \) order parameter term. We obtain

\[
q_{VG} = -k_B a b \cdot \theta ,
\]  
(6.28)

from which we have

\[
\beta = 1 .
\]  
(6.56)

Not surprisingly, all the static and dynamic mean field critical exponents turn out to be the same as those of the spin glass transition. The critical behavior of the normal to vortex glass transition is indeed very similar to that of the paramagnetic phase to spin glass transition.
6.6 Field Induced Transition Width Broadening

As discussed earlier, experimental observations have found\(^6,7,8\) a magnetic field induced broadening of the resistive transition that appears to scale as \(H^{2/3}\). If we assume that the low temperature phase in the experiment is indeed the vortex glass phase, we can reasonably explain the field induced broadening within our mean field theory.

The vortex glass susceptibility with \(\omega = k = 0\) is

\[
\chi_{VG} \propto \frac{1}{A(H)\theta} .
\]

(6.57)

The vortex glass transition width is clearly proportional to \(A(H)^{-1}\). We now estimate the field dependence of \(A(H)\) in order to estimate the field induced broadening in our mean field theory. Let us go back to the expression of \(A(H)\) in equation (6.47). Notice that the rescaled \(\tilde{a}_g\) also depends on \(\omega_0 = eH/m\), so we need to couple this equation with the phase boundary conditions (6.39) and (6.40). In the high magnetic field limit \(\delta = \sqrt{\frac{\omega_0}{\Delta m^3}} \gg 1\), we can keep only the lowest Landau level (n=0) in the summations. Using the result in equation (6.42), we have

\[
A(H) \propto \omega_0 (\tilde{a}_g + \frac{1}{2}\omega_0)^{-5/2} \\
\propto \omega_0 \left( \frac{m^{3/2}/\Delta \omega_0}{\pi} \right)^{2/3} \left(-\frac{5}{2}\right) \\
\propto \omega_0^{-2/3} \\
\propto H^{-2/3} .
\]

(6.58)

So the vortex glass transition width scales as

\[
A(H)^{-1} \propto H^{2/3} ,
\]

(6.59)

which agrees with the experimental observations.\(^6,7,8\)
6.7 Conductivity

With the mean field value of the dynamic critical exponent \( z = 4 \), we can now determine the critical behavior of the conductivity in a normal to vortex glass transition. Fisher, Fisher, and Huse\(^\text{12}\) developed a scaling theory for the vortex glass transition and their scaling form of the electric conductivity above the transition temperature \( T_g \) is

\[
\sigma(\omega) \sim \xi^{z-1} S(\omega \xi^z) .
\]

The conductivity should then diverge as

\[
\sigma \sim \xi^{z-1} \sim \theta^{-\nu(z-1)} \sim \theta^{-3/2}
\]

as the superconductor approaches the vortex glass transition temperature \( T_g \) from the normal phase. This result does not agree well with the experimental measurement which roughly gives\(^\text{13}\)

\[
\sigma_{\text{exp}} \sim \theta^{-4.8} .
\]

We believe that the discrepancy is due to the fact that the YBCO sample is in the critical regime so the mean field exponents are not expected to be correct. In order to compare well with the experiments, we need to use the renormalization group method to calculate all the critical exponents. We leave this topic to future research.

6.8 Conclusion

In summary, we have formulated a mean field dynamic theory for the normal to vortex glass transition. We obtained all the mean field critical exponents of the transition and determined the phase boundary. We also successfully explained the experimentally observed magnetic field induced transition broadening.
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