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Materials and Methods

Transmission electron microscopy (TEM) Imaging

Transmission electron microscopy (TEM) samples were prepared by etching the copper growth substrate in 15% nitric acid and fishing the floating film onto commercial TEM grids (Quantifoil R1.2/1.3 holey carbon film on Au 200 mesh). Afterwards, the specimen was rinsed in distilled water and dried in nitrogen. Prior to TEM, the samples were heated in air at 200°C for 10 minutes.

High-Resolution TEM experiments were performed with an image-side corrected FEI Titan 80-300 microscope operated at 80kV. The spherical aberration was set to approximately 20 μm, with a -9 nm defocus (close to the standard Scherzer defocus). These imaging conditions provided good contrast and defocus range for both the graphene and silica. Experiments are conducted at room temperature.

Atom Tracking

To identify the positions of atoms in each frame, we first cross-correlate the images to align them. The contrast from the graphene lattice is then mostly removed by Fourier filtering, as shown in Figures S2 and S3. Next, we obtain rough guesses of the atom positions using ImageJ to threshold the images and locate the centers of atomic sites (Si-O-Si columns).

The rest of the tracking and processing is conducted in Matlab. Our automatic thresholding identifies ~99% of atoms correctly in the 2D solid; the remaining ~1% misidentifications are obvious by eye and reflect our use of a global threshold to make the initial, rough determination of the atom positions. These errors result when the intensities of adjacent atoms overlap sufficiently: the thresholding will find only a single atom, and place it at their center-of-mass. To correct these errors, we manually remove features that are not isolated atoms and add atoms that were not found by thresholding. We then refine the atom positions by approximating Gaussian fits to the intensity of the image around each atomic site obtained from ImageJ. The above techniques give us lists of the 2D-projected centers of atomic sites in each frame.

Next, we use particle-tracking software developed by Grier, Crocker, and Weeks (31), implemented in Matlab by Blair and Dufresne (38). This software reads in our atom positions for all of the frames, then determines the best-fit identification for atoms across the entire video, and assigns each independent atom a unique identifier. From this output, we produce atom trajectories and displacements such as those in Figure 1 and Figure 3; the tracking data also makes it possible to measure the mean squared displacement of each atom (Figure 4E).

Strain Analysis

We can quantify the elastic deformation using strain analysis, shown in Figure 2. We measure strain relative to the initial configuration observed. We start with the displacement field \( \mathbf{u} \) derived from our images and tracking data. To analyze elastic displacements, we first manually remove atoms that are undergoing bond-rotation. To simplify data processing, we then interpolate \( \mathbf{u} \) (which only exists at each atom position)
onto a grid using a bicubic interpolation implemented in Matlab. We take its spatial
derivative, producing the displacement gradient field:

\[ \nabla u = \begin{bmatrix} \frac{\partial u_x}{\partial x} & \frac{\partial u_x}{\partial y} \\ \frac{\partial u_y}{\partial x} & \frac{\partial u_y}{\partial y} \end{bmatrix} \]

\( \nabla u \) can be separated into its symmetric component, the 2D strain tensor \( \varepsilon \), and its anti-
symmetric component, the local rotation matrix \( \omega \) (32). In linear elastic theory, the
displacement gradient can be rewritten as

\[ \nabla u = \varepsilon + \omega = \begin{bmatrix} \varepsilon_{xx} & \varepsilon_{xy} \\ \varepsilon_{yx} & \varepsilon_{yy} \end{bmatrix} + \begin{bmatrix} 0 & \omega \\ -\omega & 0 \end{bmatrix}, \]

where \( \varepsilon_{xx} = \frac{\partial u_x}{\partial x} \), \( \varepsilon_{yy} = \frac{\partial u_y}{\partial y} \), and \( \varepsilon_{xy} = \varepsilon_{yx} = \frac{1}{2} \left( \frac{\partial u_x}{\partial y} - \frac{\partial u_y}{\partial x} \right) \) are components of the
strain tensor and \( \omega = \frac{1}{2} \left( \frac{\partial u_x}{\partial y} - \frac{\partial u_y}{\partial x} \right) \) gives the local rotation such that the rotation angle
\( \varphi = \arcsin(\omega) \). Because our interpolated data is oversampled between atoms, we apply a
Gaussian blur with \( \sigma \sim 1.6 \) Å, or \( \frac{1}{2} \) of the in-plane Si-Si nearest neighbor spacing. Then,
we crop the data to avoid edge effects. Finally, we plot the independent components of \( \varepsilon \)
and \( \omega \) in Figure 2.

Molecular Dynamics Simulations

The molecular dynamic simulations in Figure 2 were carried out using LAMMPS (33). We used a parameterization of the Tersoff potential that was developed to study the
structural properties of Si-O systems (39, 40). We first constructed “reference” structures
representing the final positions in the 5-7-5-7 to 6-6-6-6 transition. Using conjugate
gradients to find the ground state structure, this potential produced a Si-O bond length of
1.655 Å for the crystal. This result compares favorably with our experimental
observations. The simulations shown in the main text were conducted at zero
temperature; finite temperature simulations carried out at 300K produced similar results.
To produce “large” systems for the strain fields in Figure 2 E-H and the displacement
maps in Figure 2 I and K, we increased the size of the simulation box until the finite size
effects were negligible ( \( > 9600 \) atoms; the final, “large” simulation cells comprised of
38400 atoms). To produce “amorphous” structures, we randomly switched bonds before
relaxation. Finally, to model the ring exchange, we introduced a 5-7-5-7 ring (Stone-
Wales type) defect into the reference structures and relaxed the new structure. This
process produced the atom coordinates modeling our “before” and “after” structures.
These atom coordinates were processed using the same atom-tracking techniques and
strain measurements applied to our experimental data and described above.
Mean-squared displacements and coloring in Figure 4 A-D

The blue/yellow coloring in Figure 4 A-D was done by hand. The intensity of the red highlighting in Figure 4B-D represents the magnitude of the local volume change when compared to the initial frame. To create this coloring, we ran our atom tracking data through the strain analysis described in section 3 of the supplementary materials. Then we took the trace of the strain tensor \((\varepsilon_{xx} + \varepsilon_{yy})\), calculated by comparing the current frame atom positions to the first-frame atom positions. This strain component corresponds to volume change. We plotted its magnitude on a white-red scale, and then added it as a semi-transparent overlay to Figures 4 B-D. Because the strain can only be measured where the material is solid in both the initial frame and the frame of interest, we had to manually set its values where this was not the case. We set the color value to 0 (transparent) when it was outside of the solid in the current frame, and 1 (red) if it was liquid in the first frame, but solid in the current frame.

Next, we calculate mean squared displacement for different time intervals. First, we take all of the frame-to-frame positions for each atom in the entire video. Then, we calculate the mean displacement for each atom for each time interval \(\Delta t\). For example, each atom in a 10 frame video would have 9 displacements for \(\Delta t=1\) frame. Next, we use the positions determined by our edge-tracking algorithm (described below) to calculate each atom’s instantaneous distance from the nearest edge. Finally, we bin the data for all atoms by distance from the edge, and plot the results in Figure 4E.

Edge Tracking

The interface is defined as the region between the solid-like and liquid-like phases in which the frame-to-frame structures change from relatively static to quickly-varying. Our edge tracking algorithm approximates this by looking in each frame for a continuous line of tracked atoms with at least two in-plane nearest-neighbors (that are located within roughly a median bond-length). To determine the length of the edge of the solid silica and the enclosed area, we employ the following algorithm. We obtain the atomic coordinates using methods described above and in the main text. Starting with a blank bitmap the size of the original image, we draw lines connecting all nearest neighbors. We then fill in all enclosed pixels using Matlab’s imfill function. This filled-in area gives us the solid area, plotted in Figure S6. We obtain the pixels at the edge of this filled region using Matlab’s edge function. We then find the atoms and bonds (within our original coordinate and bond list) responsible for generating this edge. Since the “liquid-like” region can have non-bonded, but nearby atoms which should not be considered part of the bulk, we then remove all atoms that are only connected to a single atom, and repeat this 5 times, thus removing “dangling chains” of atoms at the edge. This gives us our final edge positions. We sum the bond-lengths of the remaining atoms to get the edge length, plotted in Figure S6. This procedure gives us good agreement with edge-structures determined by hand.
Fig. S1.
Top and side-view cartoons of a bitetrahedral unit (left) and continuous disordered sheet (right). The mean Si-Si distance is 3.1 angstroms.
Fig. S2.
Examples of Fourier filtering to minimize the graphene lattice contrast. A) Raw and B) Fourier filtered images. To produce the image in B, we take C) a windowed Fast Fourier Transform (FFT), or diffractogram, of the raw image and apply D) a mask blocking the graphene reflections of interest (black). This results in the filtered diffractogram in E) and its corresponding image in B. This filter shown was used for the data presented in Figures 3-4.
Fig. S3
Comparison of raw and processed images and tracking for the data in Figure 1. (A-B) Sample image and windowed Fast Fourier Transform (FFT) and (C-D) tracking data for raw, unprocessed video. (E-H) Corresponding data after Fourier filtering with a low-pass filter. The raw and filtered tracking data give similar results; G and H are reproduced from Figure 1.
Fig. S4
(bottom row) Best-fit elastic dipole. To produce the dipole, we used the elastic dipole
tensor components, center position coordinates and a gaussian blur width as parameters
in a least-squared fit to the experimentally observed strain components and (rotation
field). For comparison, the top two rows, representing the strain and rotation fields from
the experiment and atomistic simulation are reprinted from Figure 2. Scale bar is 1 nm.
The right hand image shows a zoomed-out displacement field for the best-fit elastic
dipole, with arrows enlarged ×2 for visibility.
Fig. S5
High-resolution TEM images from shearing region in Figure 3 and Movie S3. Colored markers are placed in the same locations from frame to frame to provide reference points for readers to follow the transformation. Scale bar is 2 nm.
Fig. S6

(A) Full initial image of the solid sheet used for analysis in Figure 4. The box indicates the region shown in Figure 4 A-D. Yellow and blue false-coloring indicate the locations of the solid-like and liquid-like phases. Scale bar 5 nm. (B) Plot of the relative area of the solid sheet (A/A₀) and length of the phase interface (L/L₀) versus time, taken from the full area shown in A. Each curve is normalized to its initial value. While frame-to-frame fluctuations are large, both the area and length remain, on average, near their initial values (See also Movies S4-5).
Movie S1
Annotated videos of ring rearrangement corresponding with Figure 1. (left) Video isolating the 5-7-5-7 to 6-6-6-6 ring rearrangement in Figure 1 B-E, with trajectories overlaid. (right) Larger view of area, corresponding with Figure 1 G-H. Each image has been smoothed, with graphene reflections removed. The fields of view: are 2.4 nm across (left) and 6.8 nm across (right). The original frame rate is 0.5 frames per second; movie is sped up 10x. All video formats are .avi with jpeg compression.

Movie S2
Unprocessed video containing regions from Movie S1. The full video in Movie S1 spans 14 images (28 s), for a total dose of ~5x10^7 electrons/nm^2. Original frame rate is 0.5 frames per second; movie is sped up 10x. The images are 7.5 nm across.

Movie S3
Video of shear region corresponding with Figure 3, with overlaid annotations matching those in Figure 3. Color overlay shows the four distinct regions with different motions in Figure 3; white boxes and colored dots indicate the three atoms highlighted in Figure 3 C-E. Each image is 13.5 nm across and has been smoothed, with the main graphene reflections suppressed. Original frame rate is 0.5 frames per second; movie is sped up 10x.

Movie S4
Video of entire interface in Figure S6, with a square indicating the region shown in Figure 4A-D. (37 frames at 2s intervals, total dose of 1 x10^8 electrons/nm^2). Movie is sped up 10x. The field of view is 14.8 nm across.

Movie S5
Unprocessed videos containing regions from Movies S3 and S4 (37 frames at 2s intervals, total dose of 1 x10^8 electrons/nm^2). Movie is sped up 10x. The field of view is 14.8 nm across.
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